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In the past few years in the periodical scientific literature there are a 
large number of publications related to the emergence of a new fourth 
fundamental element, called memristor, as well as its possible physical 
realization and application in electronics. 

The discovery of this element was held at the “pen tip” a professor of 
electrical engineering and computing system Department of the Univer-
sity of California at Berkeley Leon Chua in 1971. 

Let’s consider a historical background. 
The concept of a resistor with memory existed even before Leon 

Chua’s publication o the memristor. In 1960, professor Bernard Widrow 
of Stanford University developed a new circuit element named the 
“memistor”. The memistor was a three-terminal device for which the 
conductance between two of the terminals was controlled by the time-
integral of the current into the third terminal. Thus, the resistance of the 
memistor was controlled by charge. Memistors formed the basic com-
ponents of the neural-network architecture called ADALINE (ADAptive 
Linear Neuron). 

In 1968, F. Argall published a paper, “Switching phenomena in tita-
nium oxide thin films”, which shows results similar to that of the me-
mristor model proposed by Stanley Williams and his team. 

In 1971, Leon Chua mathematically predicted that there is a fourth 
fundamental circuit element characterized by a relationship between 
charge and flux linkage. 

In 1976, Leon Chua and Sung Mo Kang published a paper entitled 
“Memtristive devices and systems”, generalizing the theory of memris-
tors and memristive systems. 

In 1990, S. Thakoor, et al., demonstrated a tungsten-oxide variable-
resistance device that is electrically reprogrammable. It is not clear 
whether the memistor device described has any relation with Chua’s 
memristor. 

In 1994, Buot and Rajgopal published an article entitled “Binary in-
formation storage at zero bias in quantum-well diodes”. The article de-
scribed current-voltage characteristics similar to that of the memristor in 
AlAs/GaAS/AlAs quantum-well diodes. The analysis showed no direct 
connection to Chua’s memristor. 
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In 2000, Beck, et al., of IBM’s Zurich Research Laboratory, de-
scribed reproducible resistance switching effects in thin oxide films. 
The hysteretic features of these switches are similar to those of the 
memristor. 

In 2001, Liu, et al., researches in the Space Vacuum Epitaxy Center 
of the University of Houston, presented results during a non-volatile 
memory conference held in San Diego, California, showing the impor-
tance of oxide bilayers to achieve high-to-low resistance ratio. 

Apart from the devices mentioned above, it is interesting to note that 
between 1994 and 2008 there were many other devices developed with 
behavior similar to that of the memristor, but only the HP scientists 
were successful in finding a link between their work and the memristor 
postulated by Chua. 

In 2008, thirty-seven years after Leon Chua’s proposal, the memris-
tor in device form was developed by Stanley Williams and his group in 
the Information and Quantum Systems (IQS) Lab at HP. Dmitry Stru-
kov, Gregory Snider, Duncan Stewart, and Stanley Williams, of HP 
Labs, published an article identifying a link between the two-terminal 
resistance switching behavior found in nanoscale systems and Leon 
Chua’s memristor. 

Later in 2008, J. Joshua Yang, Matthew D. Pickett, Xuema Li, 
Douglas a. A. Ohlberg, Duncan r. Stewart and R. Stanley Williams pub-
lished an article demonstrating the memristive switching behavior and 
mechanism in nanodevices. 

Nanoelectronics is a relatively young field of physics and electron-
ics, and the range of its researches and applications very quickly ex-
pends and deepens. 

Achievements of nanoelectronics and nanotechnology have gained 
immense popularity. Extensive foreign and domestic publications as 
special research papers and reviews, and popular magazine essays are 
denoted nanoelectronics. 

Nanoelectronics is the leading direction of nanotechnology devel-
opment. Advances in microelectronics and expansion of technologies 
used in it are the basis for the creation of modern nanotechnology. In-
formation technology and nanoelectronic systems continue to develop 
communication, processing and storage systems, industrial process con-
trol, digital information systems. 
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In history there are cases of the practical realization delay of disco-
veries after their theoretical studies. 

The case of field-effect transistor is the most famous. The concept of 
field effect was known as early as 1930 before the invention of the bipo-
lar transistor. However, the field effect transistor has get practical reali-
zation only in the 60th of the last century and has become a necessary 
part of CMOS (complementary metal-oxide semiconductor) technology. 
In those years it was impossible to carry out the realization of the FET 
due to the imperfection of the respective technologies. 

Similar case has occurred with the discovery of the memristor. We 
now know that in order to realize the memristor, it is necessary to have a 
special nanotechnology, since the effect of the so-called memristance 
become "visible" only at nanoscale. 

This manual is intended for students who do not have special train-
ing in order to understand the functioning principles of different me-
mristor-based devices, as well as the prospects of their application. 

Today the fundamental courses of electrical engineering and elec-
tronics are considering questions related to basic physical laws of elec-
tromagnetism and quantum physics. 

In the study of passive elements such as resistor, capacitor and in-
ductor, as a rule, we consider simple examples, which do not require at 
the early stages of learning the complex calculation methods. In this 
case, the resistance of the resistor is considered as a measure to counte-
ract the passage of electrons through the atomic structure of the materi-
al. The capacitance is represented as the amount of charge that is re-
tained in a closed volume. 

One of the representations of the memristor is an expression                     
u(t) = M[q(t)]i(t), reminiscent of Ohm's law, studied in the school curri-
culum of physics. If the M is a constant, independent of the charge q, 
this expression is a simple Ohm's law and a memristor is represented as 
a linear resistor with some resistance R. If the parameter M has a nonli-
near dependence on the charge passing through the element, the me-
mristor becomes a nonlinear element with properties that are great inter-
est in electronics. 

It is necessary to note that skeptics argue that the memristor is not a 
fourth fundamental circuit element but an example of bad science. The 
crux of their argument rests on two fundamental misunderstandings: 
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first, skeptics overlook the expanded design space that arises from 
working with nonlinear circuit elements. The second and more profound 
misunderstanding concerns Leon Chua’s mathematical definition of a 
memristor. 

Thus, here is what we need to remember: one, a magnetic interaction 
is not necessary for memristance. Two, in nonlinear circuit elements, 
memristance is not the same thing as nonlinear resistance. Three, be-
cause no combination of passive devices can reproduce the properties of 
a memristor, memristance is a fundamental circuit quantity. 

Since the memristor is a nonlinear element, therefore it is described 
by nonlinear differential equations, which are made using Kirchhoff's 
laws. The basic concepts of the analysis of nonlinear electric circuits, 
numerical methods for solving systems of nonlinear differential equa-
tions are included in the work programs of respective disciplines, enabl-
ing students to master the proposed material. 
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The development of high technologies in such branches of industries 
as microelectronics and the communication facilities under the general 
name "Information Technologies (IT)" determined growth of the eco-
nomic of the developed countries over the last 40 years. Thus, consistent 
improvement of the characteristics and decreasing of the cost  of the 
mikronanoelektroniks devices achieved first of all by reducing the linear 
dimensions (scaling) of the elements of logic and memory chips in ac-
cordance with the so-called Moore's law, that is every 18 months the 
productivity of computers without the need for radical innovations is  
doubled.  

In 1975, Gordon Moore formulated his famous assumption, that the 
complexity of the chips will be doubled every two years. Technological 
progress allows to continuously reduce the sizes of transistors on a chip, 
so that the electrical signals will be pass through all the smaller dis-
tances to carry out the information processing.  This means that the 
computerized devices will steadily become smaller, faster and cheaper. 
Thanks to constant application of innovations in design and technology 
of the semiconductor devices the chips almost exactly followed the 
forecast of Moore for almost 40 years. 

However, the engineers knew that sooner or later this trend will stop. 
The thickness of the transistors is reduced to a value of tens atoms, and 
then the fundamental laws of physics will put a limit to the process. But, 
apparently, two basic practical problems occur:  

• ensuring a high percentage of the useful chips with transistors 
which are placed close together and have such dimensions will be unac-
ceptably expensive; 

• intensity of the heat generated by an area with a high density of 
transistors location, can reach such a level that the elements are 
"melted." 

Now these problems are solved by the use of two or more core pro-
cessors. These processors have smaller dimensions and programmed for 
parallel processing of information. 

Each core functions no faster than other processors, but as two (or 
more) core function in parallel, they can process more data in the same 
time while consuming less energy and releasing less heat. 
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Today, the smallest transistors have a width of 32 nm (32 nm tech-
nology). It is about 96 silicon atoms. Production of the elements with 
dimensions which are less than 22 nm (22 nm technology already exists, 
Table 1) with using a lithographic technique will be extremely difficult. 

TABLE 1  HISTORY OF PROCESSORS 

Type of a processor Year of manufacture Technology, nm 

Intel 8086 1978 3000 
Intel 80286 1982 1500 
Intel 80386DX 1985 1000 
Intel 80386SX 1988 1000 
Intel 486DX 1989 800 
Intel 386SL 1990 1000 
Intel 486SX 1991 800 
Intel 486SL 1992 800 
Pentium 1993 350 
Pentium II 1997 250 
Pentium III 1999 180 
Celeron M 2003 130 
Core 2006 65 
Core 2Duo 2008 45 
Core i3 2009 32 
Core i7 2010 30 
Core i7-4960X 2014 22 

 
However, it is well known that if the pace of development of CMOS 

– technology based on the silicon (CMOS is Complementary Metal-
Oxide-Semiconductor), then due to the different fundamental physical 
limitations principles underlying the action of the logic and memory 
devices do not work. According to the perspective forecasts (if the rates 
of the technological and economic development will be kept) in the next 
decade a new scientific-technical and technological revolution may oc-
cur. Its foundation is the development, providing high data capacity (up 
to the several of atoms per bit) and a sharp decrease in the device power 
consumption for processing and storage of the information. 
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To change the paradigm of the development of the information tech-
nology instrumental base is necessary to search and study the fundamen-
tally new effects in the materials based on new nanoscale structures. It is 
necessary to develop the alternative approaches to the creation of the 
analog or hybrid computing systems and information technology of the 
fundamentally different type, [13], [44], [45], and [48]. 

As a result of this it is necessary to note the achievements in the new 
field of science called spintronics (magnetoelectronics). The successes 
achieved in the technology of the manufacturing of nanosized structures, 
allowed to obtain the magnetic nanoheterostructures with unique quan-
tum sized effects. 

The possibility to combine the magnetic, semiconducting and dielec-
tric materials holds the great perspectives in the control their magnetic 
and electrical properties. This, in turn, will allow to obtain the new na-
nostructures that may find practical application. With the development 
of a new class of materials called the magnetic semiconductors the inte-
gration of the magnetic structures in the semiconductor electronics is 
already existed. 

To date, all the achievements of nanotechnology and nanoelectronics 
are aimed at a substantial increase of the computer productivity. 

As is known, there is no computer productivity in the world, which 
would not have found its "brake" problem. It is an axiom. 

Is there any reasonable limit of the computer productivity, that one 
would congratulate Humanity with a deserved victory? To answer this 
question it is necessary to come to the mirror and admire on the wonder-
ful high productivity computer on own shoulders. Look closely at this 
thoughtful by Nature the frame with two ears, eyes, and other in-out 
interfaces: the system of the highest productivity is placed within, con-
taining about1010 neurons in each cubic centimeter of the volume and 
decisive mind-blowing tasks in the real time without kilowatt power 
supply (only three meals a day are sufficiently) without any additional 
cooling by water or nitrogen (36.6 Celsius is quite enough). 

There is one circumstance which strongly negates any attempts to 
compare the modern computer systems (even high productivity server 
clusters) with the human brain: the current computer architecture is not 
very suitable to emulate the brain. More precisely, it is quite not suita-
ble. This is due to the fact that the brain is organized fundamentally dif-
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ferently in comparison with the digital architecture of von Neumann 
computing. 

One of the shortcomings of the von Neumann architecture (this is all 
computing equipment with which we deal, solving the problem) is the 
fact that the processing and storage of data is physically separated. It 
means that the information is stored in the memory, and processing is 
carried out in the processor. In the process of computer functioning it is 
necessary to move great amounts of data between the processor and 
memory. 

The long-standing goal of all scientists and engineers is the creation 
of such device in which the calculations are made in a parallel manner 
as a result of combining processing and storage of the information in 
one place, to avoid unnecessary data transfer. In this case such architec-
ture can significantly increase the efficiency of the computer systems 
approaching to creating artificial neural networks based on the new 
hardware base simulating activity of the biological neural networks 
(nerve cells of the living organism), [62], [35], and [80]. 

The modern science represents the principle of the brain functioning 
by the following way. According to modern concepts, the synapse is the 
"signal line" between neural cells. Its electrical properties directly de-
pend on the conditions of its activity. That is, the smaller the time inter-
val of the last communication between two neurons, the easier the syn-
apse will react to the following "message", Fig. 1. We have almost com-
plete analogy with the memristor resistance of which keeps the "news" 
about the last effect applied to it. 

From this viewpoint, the investigation of the effects in nanostruc-
tures represents the exceptional interest since they functionally repro-
duce actions of the synapses of the biological systems. In particular the 
memristor that as well as the synapse of the brain represents the bipolar 
devices. From the standpoint of the electrical functionality, it can be 
considered as very close analogue. 

The properties of the memristors reproduce functionally the activi-
ties of the synapses in neurons of the biological neural network because 
the memristors can continuously and reversibly change own resistance. 

It allows to hope that artificial neural networks with nanoscale elec-
tronic "synapses" can be constructed on the base of the memristors. 
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Fig. 1. Illustration of the electrical properties of the synapse 

What's next? Is the development of the memristor-neural logic with 
new problems? ... To explore, innovate, work and analyze, explore 
again! As long last, the first 16-bit processor Intel86 is the forefather of 
the modern architecture x86. It had clock rate only 5 MHz, and was 
manufactured on the base of only 29 thousands of transistors. However, 
what was then?  

It is important to note the following. For the development of the eco-
nomic power of the country the substantial resources for the develop-
ment of nanotechnology and nanoelectronics will be required, Fig. 2. 
However, we must not forget about well thought-out organization of 
personnel training, the organization of scientific research and implemen-
tation of results in manufacturing. 
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P R I N C I P L E S  A N D  M E T H O D S  O F  P H Y S I C A L  
R E A L I Z A T I O N  O F  T H E  M E M R I S T O R  

 Basic characteristics of the fundamental elements 
 Characteristics of memristor 
 Principle of operation of the memristor 
 General characteristic of the memristors 

1.1 Basic characteristics of the fundamental elements 

In 1971, American scientist L. Chua predicted the existence of a 
fourth fundamental element, taking into account the symmetry of the 
links between the well-known elements such as a resistor, capacitor and 
inductor. Obviously, there are six different mathematical relationships 
linking the pair of the four fundamental variables of electric circuits, 
namely the two local current i and charge q, as well as two differential: 
variables: the voltage u (or potential difference) and the magnetic      
flux Ф. 

Of the possible 24 16  combinations we must discard four trivial 

combinations  ,  .. .di du
di du

 
 
 

. The remaining 12 combinations need to be 

reduced by half, because they describe the same phenomenon 
1,   . . .du diR

di du R
   
 

. That leaves six combinations. 

Any electrical circuit can be described by four physical quantities: 
• the current strength i and the charge q at each point (node or section); 
• the voltage u and magnetic flux Ф between two points (nodes or 

surfaces).  
All these values are mutually related to each other, and these ratios 

are presented in the physical elements of any electrical or electronic cir-
cuit. 

One of these relations determines the charge as the integral of the 
current: 
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( ) ( )         q t i t dt dq idt   . 

It shows the connection between two variables (q ~ i) above. 
Another ratio determines the magnetic flux as the time integral of the 

electromotive force or the voltage. It follows from Faraday's law of in-
duction: 

( ) ( )         t u t dt d udt     , 

showing the relationship between the remaining two variables (Ф ~ u). 
Thus, there should be four fundamental elements of electrical cir-

cuits, which are described by the remaining four relationships between 
variables. Three ratios are known for a long time, namely: 

• resistor (1827, Georg Ohm realizes the relationship of current i and 
voltage u in the form of  Rdidu   (R is resistance, measured in ohms): 

 
• capacitor (1745, Volta realizes the relationship between the vol-

tage u and the charge q (C  is capacitance, measured in farads): 

C

du du

i i
E


dq = Cdu

idt = Cdu idt
C

du 1


 
• inductive coil (1831, Faraday & Henry realize the relationship be-

tween the magnetic flux Ф and current strength i (L is coil inductance 
measured in henry): 
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L

u

dФ = Ldi

udt = Ldi udt
L

di 1


di

B


S

i SB


0

0 w

w

w

 
These three well-known passive elements are the basic (fundamental), 

as electrical circuit of any complexity can be reduced (in theory) to the 
equivalent circuit, built entirely of resistors, capacitors and inductors. 

Three fundamental elements can be easily and reliably realized phys-
ically. The capacitor may be constructed from two parallel conducting 
plates. The inductance may be provided by a coil with a conductor 
wound on it, and the resistor may be formed of a material having a high 
resistivity (tungsten, constantan etc). 

At the same time no one saw any of the material or a physical struc-
ture that would show the characteristics of the predicted element. 

• "missing" element provides the rest of the functional relationship 
between charge q and magnetic flux Ф. This element was named the 
memristor, and today it is represented by passive element of the circuit, 
the resistance of which in some way dependent on the charge passing 
through it. If a memristor is disconnected from then its state does not 
change, that is a memristor "remembers" the last resistance value (mem-
ory resistor) with the respective symbol (parameter M is memristance, 
which is measured in Ω): 

М
Mdqd 

udtd  idtdq iqMu ][
 



C H A P T E R  1 ______________________________________________________________________ 

18 

Generally memristance M should depend on the charge q. If a mag-
netic flux is represented by the time integral of the voltage then using 
the relations udtd  and idtdq   it is possible to write the relation-
ship between current and voltage in the form: 

( )udt M q idt . 

In the case constM , that is a memristor is a linear element, the 
memristance M is identical to the resistance R and the ratio Midtudt    

is transformed into a well-known Ohm's law. If the parameter M is 
the function of the charge that is )(qMM   then a memristor is nonli-
near element with much more interesting properties. 

Since memristance M depends on the charge, the element keeps the 
memory of past processes of the input current action. In fact, the defini-

tion of the memristor 
dq
dM 

  is not common because the memristor 

can be defined as an element in which there is a nonlinear relationship 
between the integrals of current and voltage, as is pointed out in [72]. 
The last definition has the advantage that it does not introduce the con-
cept of a magnetic flux, that is it does not require  magnetism effects 
that essentially no role in the physical principles of operation memristor.  

As it was nobed in [20] all devices, which are characterized by the 
presence of a double hysteresis loop (twisted loop) in the current-voltage 
characteristic passing through the origin, are the memristors, Fig. 1.1. 

The current-voltage characteristic of such a non-linear element be-
tween charge q and magnetic flux Ф with applied sinusoidal voltage is 
frequency-dependent Lissajous figure (to be discussed below). 

u

i

0

 
Fig.1.1. Current-voltage characteristic of a memristor 
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Any combinations of non-linear passive resistors, capacitors and in-
ductors can not reproduce the electrical properties of a nonlinear me-
mristor. 

As we know, most useful functions of electrical circuits due to the 
nonlinear effects and respective devices. As will be shown, memristors 
compatible with integrated circuits can provide new functions, such as 
electronic switching of the resistance value (resistive switching). 

As already noted, the current-voltage characteristic (CVC) of the 
memristor is a twisted hysteresis loop (pinched hysteresis loop), which 
means that the properties of the element depends on the applied effects. 
In this case, the resistance memristor (memristance M value) depends on 
the amount of charge that has passed through the element that is how 
long it flowed through the electric current. 

Today, the definition of the memristor as a fundamental element of 
the following: 

 
Memristor is a passive element of nanoelectronics which 

can change its resistance depending on the charge flowing 
through it (the integral of current), described as a two-terminal 
network with nonlinear current-voltage characteristic having 
hysteresis. 
 

It should be noted another definition, which appears in scientific pa-
pers: 

 
Memristor is passive element with two terminals, which 

behaves like a resistor if a small voltage is applied and a small 
current flows, and if a large voltage is applied so that relative-
ly large current flows it reproducibly and reversibly switched 
to states with different electrical resistance, and stores any 
state sufficiently long period of time when the power source is 
disconnected. 

 
Finally we may note that the following symmetrical relationships be-

tween the current and the voltage are possible, Table 1.1. 
As seen from the table, the integral can be used in four different 

ways to write the relation between current and voltage: the integral is 
used or not. Note that the equations for the resistance and memristance 
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are identical, except that in the last case the integral sign is used on both 
sides of the ratio. However, these integrals can not be reduced, as a con-
stant of integration can not be zero, [19], [37]. This constant "forces" 
memristor "to remember" previous state. 

Table 1.1 

Symmetric relationships between current ( )i t and voltage ( )u t  
 

Name of 
element Law Constant value 

k  
Name of con-

stant 
Resistor ( ) ( )u t ki t  Rk    resistance 
Capacitor ( ) ( )i t dt ku t  Ck   capacity 

Inductor ( ) ( )u t dt ki t  Lk   inductance 

Memristor ( ) ( )u t dt k i t dt   Mk   memristance 

 
Figure 1.2 shows a variant of the symmetry between the four 

physical quantities. 

conservation      
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Fig. 1.2. Interconnection between the fundamental variables 

of electric circuits 
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Another variant of symmetry, published in some publications is 
shown in Fig. 1.3. 



i

uq

dt
dq

i 

dt
du 

 
Fig. 1.3. Interconnection between the current, voltage, charge 

and magnetic flux 

This symmetry associatively reminds theory of matter according to 
Aristotle: all matter is composed of the following four elements: earth, 
water, air and fire. Each of these elements is represented by two of the 
four properties: moisture, dryness, coldness and hotness, Fig. 1.4. 

Dryness Hotness

MoistureColdness

Fire

Ea
rth

Water

A
ir

 
Fig. 1.4. Symmetrical conception of matter according to Aristotle 

In conclusion, the development of new nanotechnologies has led to a 
wide practical application of memristors. Today, such researches are 
carried out throughout the world, including in Ukraine, and they are di-
rected to creation of new elements of nonvolatile computer memory, 
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because the memristor demonstrates at least two significant differences 
from the traditional memory devices. 

Firstly, a memristor is a two-terminal element, and therefore it may 
be easy integrated into the so-called multi-layer matrixes (Fig. 1.5) of 
mutually perpendicular metal conductors having nanosizes (crossbar). 

Second layer of
nanoconductors

Switching
layer

First layer of
nanoconductors

Contacts

Contact openings

 
Fig. 1.5. Realization of multi-layer matrixes 

Example implementation monolayer structure is shown in Fig. 1.6. 
This architecture is much more compact and does not require the tran-
sistors to access to memory cell that are used in modern architecture 
flash memory. Besides such logic of the control by the matrix is much 
simpler. It allows to significantly reduce the geometric dimensions of 
the respective devices, to increase the memory capacity and reduce ex-
penses of energy. It can be expected that the memristor memory can be 
the only type of computer memory. 

Secondly, the phenomenon of resistive switching (transition from a 
less to a greater conductive state memristor, the transition could not only 
be binary, but continuous) can be used to create devices, the architecture 
of which would be fundamentally different from the von Neumann ar-
chitecture, at which all available electronics is built. 

From the perspective of digital electronics can be said that memristor 
transitions from a state "0" to a state "1" and vice versa when the respec-
tive voltage polarity is applied and the memristor closes or opens the 
circuit passing through it. 

Such state memristor "remembers" and can store long without limit, 
and it does not need a voltage source. Progress to date while switching 
memristor from one state to another is less than 1 μs. These properties 
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allow to apply memristor in several ways: the switch of the memory 
element and component of the logic element. 

Vo
lta

ge

 
Fig. 1.6. Monolayer matrix of memristors 

In particular, it has been demonstrated experimentally how to carry 
out the implication operation using two memristor and other logical op-
erations [41] – [43]. Therefore, on the base of crossbars with memristors 
can construct a complete CPU. Each memristor can be used as an ele-
ment of a logic gate, and a memory cell. Dynamic reconfiguration of 
memristors between memory and logic operations will allow to carry 
out calculations in the same chip, which stores the data. In this case the 
special processing unit may be excepted. 

1.2 Characteristics of a memristor  

Memristor is an element which is controlled by a charge if the rela-
tionship between the magnetic flux and the charge is expressed as a 
function of the electric charge )(q . Accordingly, the memristor is con-
trolled by a magnetic flux, if the relationship is expressed as )(q . 
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It should be noted that the respective dependences are piecewise con-
tinuous differentiable functions. 

Differentiating functional dependence )(q  on time gives the fol-
lowing relationship: 

  )(][)()( tiqM
dt
dq

dq
qd

dt
dtu 





 , 

where 

dq
qdqM )(][ 

  

is the memristance of the two-terminal network. 
Similar arguments can be made for the relationship )(q : 

  )(][)()( tuW
dt
d

d
qd

dt
dqti 





 , 

where 





d

dqW )(][  

defines memconductance (memory conductance) of two-terminal net-
work, which is measured in Simmons. 
 

Very often various publications (for example [22]) use the 
terms interchangeably, "memristance" )(qM  and the term "resis-
tance" of the memristor )(qR  which has the same physical mean-
ing. The same terminology applies for reverse dependencies 
"memconductance" )(W  and "conductance" of memristor )(G . 

 
Values )(qM  and )(W  in any given time depend on the history of 

current flow through the element and the voltage across its terminals 
from moment t    to moment 0tt  . 

Obviously, the charge-controlled memristor is described by the func-
tional dependency iqMu )( , which is equivalent to Ohm's law, which 
depends on the amount of charge. The value )(qM  determines the slope 
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characteristic )(q  similar to the characteristics of other fundamental 
elements, Fig. 1.7. 
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Fig. 1.7. Slope characteristics of fundamental elements 

 
Dependencies )(q and iqMu )(  are equivalent, as is easily seen, 

if we integrate both sides of the expression iqMu )(  with respect to 
time: 

( ) ( )

( ) ( )

( )( ) [ ( )] ( ) [ ( )]

                                               [ ( )] ( ) ( ) ,

t t t

q t q t

q q

dqu d M q i d M q d
d

M q dq M q dq

  

 


        



   

  

 
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which implies that 





)(

)(
)()(

tq

q
dqqMq . 

By analogy we may consider the dependency uWi )(  where 







)(

)(
)()(

t
dWq . 

Example 1. Let’s consider the memristor controlled by charge 
(Fig. 1.8, a), for which the relationship )(q  is defined analytically in 
the form of incomplete cubic polynomial, Fig. 1.8, b: 

.
3
1 33

31 qqqaqa   

 idtq

 udt

а b

i

 
Fig. 1.8. Weber-Coulomb characteristic of the memristor 

The source of current of the sinusoidal form is connected to the me-
mristor so that the current in the circuit is given by expression: 









.0                ,0
0     ,sin

)(
t
ttI

ti m  

The charge )(tq  is then determined in accordance with the general 
expression as an integral of current (assuming that the initial charge val-
ue 0)0(0  qq ): 
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.0   ),cos1(cossin)( 0
0







  tt
II

dItq mtm
t

m  

Substituting the expression for )(tq  into analytic expression that de-
termines the flow, we get: 

3
3

3

3
2

3

2
2

2

1( ) (1 cos ) (1 cos )
3

1        (1 cos ) (1 cos )(1 cos )
3

1                                (1 cos ) 1 (1 cos ) .
3

m m

m m

m m

I It t t

I It t t

I It t

      
 

       
 

 
        

 

Differentiating with respect to time this result, we obtain a general 
expression for the voltage across the memristor (Fig. 1.9): 

2
/ / / 2

2

2

2

( ) 1( ) ( ) sin 1 (1 cos )
3

2                                                (1 cos ) (1 cos ) sin
3

                                                        

m m

m m

I Id tu t uv u v v u t t
dt

I It t t

 
            

      
 

2
2

2        1 (1 cos ) sin .m
m

II t t
 

      
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 
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Fig. 1.9. Characteristics of the memristor controlled by charge 

Graph of the dependency  )(),( tuti  (that is the volt-ampere charac-
teristic of the memristor in accordance with a given expression for the 
current )(ti  and the voltage )(tu  obtained by the expression) is shown 
in Fig. 1.9 (for conditionally accepted values 1  ,1 mI ). 

The form of graphic, as noted above, is pinched at the origin of the 
hysteresis loop. 

The hysteresis is explained by the fact that the maximum and mini-
mum values of the input current and the voltage across the memristor 
achieved at different times, that is if max1 )( iti  then max1( utu   and 

max2 )( utu  but then 12 tt   as it is seen in Fig. 1.9. 
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Thus, the dependence  )(),( tuti  on the ui   plane for any passive 
memristor with positive memristance 

0)()( 



dq

qdqM  

always represents a hysteresis loop pinched in origin.  
The area of this loop is narrowed if the frequency increases and ap-

proaches to the linear dependence with resistance )0(MR   equaled to 
the value tg , where   the angle of inclination of the tangent to the 
curve )(q at 0q . 

In addition, the curve  )(),( tuti  can not cross the axis )(ti , as the 
memristor is a passive element, for which 0)( qM . This means that 
the hysteresis loop should be limited to the first and third quadrants. 

Let’s find the value of memristance )(qM according to the defini-
tion: 

.1
3
1)()( 2

/
3 qqq

dq
qdqM 






 


  

Substitution of the obtained previously expression for )(tq  gives: 

0  ,)cos1(1)]([
2








 


 tt
I

tqM m  

which implies that 0)( qM . 
Substituting )(qM  and )(ti  in the general expression for the me-

mristor, we determine the voltage across the memristor: 

,sin)cos1(1)()()( 2
2

2

ttIItiqMtu m
m 















  

which coincides with the expression obtained previously. 
Since )(qM is a finite value for all finite values of charge q , then 

0)( tu  if and only if 0)( ti for any input action )(ti . Similarly, for all 
Ф-controlled memristor, for which memconductance is a finite quantity 
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for all finite values Ф, 0)( ti  if and only if 0)( tu  for any input   
action )(tu . 

A graph of the dependency  )(),( titM  is a hysteresis loop, but not 
pinched at the origin, since 0)( tM  for any instant of the time, 
Fig. 1.10. 

   
2

2
2

: 1 : 1 : 0, 0.1, ...,15

( ) : sin( ) ( ) : 1 cos( ) ( ) : 1 1 cos( )

m

m m
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I t

I Ii t I t q t t M t t

   

        
 

 

 
2 31( ) : 2, 1.9...2 ( ) : 1 ( ) :

3
q t M q q q q q         

 
Fig. 1.10. Graphs of dependencies ( ), ( )M t M q  and ( )q  

It should be noted that from the obtained graphs it follows that when 
)(ti  and )(tu  simultaneously take both positive and negative values, 
)(t  and )(tq  are nonnegative. We note also that the hysteresis loop 

 )(),( tuti  is odd with respect to the origin. 
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Also note that all the considered above forms of signals and the hys-
teresis loops are demonstrations of the memristor only and can not be 
used to predict its response )(tu  at any other form of input action, 
which is different from tIti m  sin)(  (or response )(ti when the form 
of action is tUtu m  sin)( ). 

This is easily seen that in the case if the amplitude Im (or Um), fre-
quency  or the shape of the action change then completely different 
responses are obtained. 

For example, for the considered above example the results are shown 
in Fig. 1.11 for case when the amplitude of the current changes up to 

A 5mI . 
A simple comparison of the results in Figs 1.9 and 1.11 shows the 

correctness of these arguments (for comparison of graphs the scales for 
the current and the charge are changed). 

From the equations obtained above: 

  ),cos1()( tItq m 


  

,sin)cos1(1)( 2
2

2

ttIItu m
m 















  

,)cos1(
3
11)cos1()( 2

2

2


















 tItIt mm  

2

)cos1(1)( 






 


 t
I

qM m  

it follows that, for example, at a constant amplitude mI  the value of 
charge 0)( tq , the voltage )(tu  tends to a sinusoidal form, and the 
value )(qM  tends to 1 ohm if the frequency  increases (up to 

 ). 
The hysteresis curve  )(),( tuti  narrows with increasing frequency, 

and is transformed into a straight line passing through the origin with 
some slope. Fig. 1.12 shows the change of the current-voltage characte-
ristics of a memristor at change of frequency: = 0,5 Hz, 0,75 Hz 
and 5 Hz respectively. 
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Fig. 1.11. The response of the memristor on the amplitude of action equaled 

5 AmI   
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Fig. 1.12. Change CVC of the memristor with increasing frequency  

of the acting signal 

The charge q and the flux Ф decreasing in value tend to the origin 
and remain at rest state. Under these limit conditions, the memristor is a 
linear resistor, its value is determined by the slope of the straight at the 
origin and in the given case is equal to 1 Ω. 

There are a few special cases when the hysteresis loop  )(),( tuti  
degenerates into a single-valued function. Consider a few examples. 

Example 2. Suppose that the current tti cos)(   )0( t flows 
through the memristor. Then the charge )(tq  is determined by the ex-
pression ttq sin)(  . 

The dependence )(q  remains the same as in Example 1: 
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ttqqq 33 sin
3
1sin

3
1)(  . 

Then the voltage across the memristor is: 

).sin1(coscossincos)( 22 ttttt
dt
dtu 


  

In this case, the hysteresis loop represents a single-valued function, 
passing through zero, that is and in this case it is pinched at the origin. 
The corresponding dependences are shown in Fig. 1.13. 
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Fig. 1.13. Hysteresis loop degenerates into single-valued function 

for 31( )
3
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Example 3. Another case can occur when 

0)()( 


 


qqdq
qdqM  

at a certain point of the curve )(q . For example, for 3

3
1)( qq  . 

Then it is obvious that 0)( qM  at 0q , Fig. 1.14. 
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Fig. 1.14. Hysteresis loop degenerates into single-valued function 
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Assuming that the action is tti cos)(  , let’s define )( ),( tutq  and 
)(t : 

,sin)()( tdttitq    

/
3 2 31 1( ) sin sin cos , ( ) sin .

3 3
du t t t t t t
dt
        

 

Graphs of the corresponding dependences are shown in Fig. 1.14. As 
can be seen from the graph the dependence  )(),( tuti  includes the 
points of the axis )(ti . In this case the curve as before passes through the 
origin and is tangent to certain points of the axis )(ti . 

In conclusion, we note the following. In general, the possible charac-
teristics of the respective four fundamental elements may have the form 
shown in Fig. 1.15: current-voltage (a), Weber-voltage (b), coulomb-
voltage (c) and coulomb-Weber (d) characteristics. 
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Fig. 1.15. Characteristics of the four fundamental elements 

As for the dependency )(q , describing the behavior of the memris-
tor, it is monotonically increasing. Memristance is determined by the 
slope ratio of the curve at any point (see Fig. 1.6), like the dynamic re-
sistance of the nonlinear resistor. 

Obviously, memristor is a passive element, if and only if a memris-
tance )(qM  is nonnegative [19]. If 0)( qM  then the instantaneous 
power dissipated by the memristor is defined as 

2)]()[()( tiqMtp   
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and is always positive, that is a memristor is really a passive element 
like a resistor. This means that the curve )(q is a monotonically in-
creasing function. 

An important feature of the memristor is the existence of the pinched 
hysteresis loop representing its current-voltage characteristic. For com-
parison, the current-voltage characteristics for the instantaneous values 
of the fundamental elements are shown in Fig. 1.16. 

If any device has a hysteresis VAC, then such device is either      
memristor or memristor system [20], [22]. 
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Fig. 1.16. Current-voltage characteristics of the fundamental elements 
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Another important feature memristor, as already was noted, is that 
the hysteresis curve is narrowed with increasing the frequency of the 
applied action (see Fig. 1.12). 

Note also that to understand the properties of the memristor there are 
several physical analogies. One of them is given in [35], [2]. Memristor 
is represented as a pipe through which water flows. The pressure at the 
its input is similar to the voltage applied to the memristor, and the water 
is an analogue of an electrical charge. The rate of water flow through the 
pipe is an analog of the electric current. 

If the pipe diameter increases, the flow of water through it accele-
rates similar increase of the current through the resistor with a small 
resistance value. Thus, the analogue of the memristor is a pipe whose 
diameter is increased or decreased depending on the water flow direc-
tion. Pipe diameter increases when the water flows in one direction, 
whereby the flow rate increases, and, accordingly, the pipe diameter 
decreases, when the water flows in the opposite direction, whereby its 
flow rate decreases, Fig. 1.17. 
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current
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resistance

Intermediate
value

Current
direction

 

Fig. 1.17. Physical analogy of the memristor 

If the water is not flowing, the pipe diameter retains the last value 
and will store as long as the water flow again resumes. Thus, the pipe 
"remembers" the amount of water that flowed through it before discon-
necting. 

1.3 The operating principle of the memristor 

The first examples of a memristors was obtained in 2008 by HP's la-
boratory (Hewlett Packard), whose photograph obtained by using an 
atomic force microscope, was published in many scientific periodical 
journals, Fig. 1.18. 
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Fig. 1.18. Crossbar including 17 memristors 

The memristors were distributed between the lower and upper con-
ductors of the so-called crossbar which consists of one common plati-
num nanowire of 50 nm wide and superimposed perpendicular to it 
17 other such nanowires. 

The photomicrograph shows 17 memristors. 
A simple physical model of the memristor is shown in Fig. 1.19. It 

contains a double layer of a thin titanium dioxide ( 2TiO ) of 5–20 nm 
thick film and thin film of oxygen-depleted titanium oxide ( x2TiO  ), 
which form the so-called memristor active region [56], [57]. 
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Fig. 1.19. A simple physical model of the memristor 

 
Thus, the active region contains a material 2TiO  which is a semi-

conductor of high specific resistance (essentially it is an insulator), and 
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the doped material x2TiO  , in which the ratio between the atoms of tita-
nium and oxygen such that there oxygen atoms are less, so that the two 
layers have different specific conductivity. 
 

Semiconductors are known are doped (impurity is introduced) 
to make them either p-type or n-type. For example, if the silicon 
is doped by impurity of the arsenide, it becomes the n-type semi-
conductor. Pure titanium dioxide 2TiO , which also is a semicon-
ductor, has a high resistance (as in the case of the silicon), and 
may be doped to make it conductive. 

If the oxygen atom which is negatively charged is moved from 
its place in 2TiO , it creates positively charged oxygen vacancy 
(hole). These oxygen vacancies can be moved to the current direc-
tion by the applied electric field. The idea of such movement al-
lows to create the memristor as a two-layer structure consisting of 
two thin conductive and non-conductive layers of 5–20 nm thick. 
This active region is sandwiched between two metal electrodes 
(see Fig. 1.19). 

 
Let’s designate the thickness of the doped region through w, the 

thickness of entire active region as D , so that the thickness of the un-
doped region is wD  . 

The functioning of the memristor is based on the difference of the 
conductivities of these very similar materials. Material 2TiO  of the 
stoichiometric composition is known as the "rutile" which is represented 
by the tetragonal crystal structure and is an insulator. 

The stoichiometry is a system of laws, rules and terms, justify-
ing the calculations of the composition of substances and the quan-
titative relationships between the masses of substances in chemical 
reactions. In stoichiometric compounds chemical elements present 
in well-defined ratios (composition of the constant stoichiometric 
compound). Examples of stoichiometric co mpositions may be 
water 0H 2 , titanium dioxide 2TiO (titanium (IV)), as well as 
many inorganic compositions. 

Substances for which there are deviations from the law of the 
stoichiometry is called non-stoichiometric. Generally, titanium 
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dioxide is an insulator. However, its electrical properties can be 
controlled by means of so-called oxygen vacancies. To increase 
the electrical conductivity, it is necessary to increase the number 
of oxygen vacancies and to obtain a non-stoichiometric titanium 
dioxide x2TiO  , for which there are various ways. The obtained 
titanium dioxide has an alternating structure in which one titanium 
atom may contain from 0.65 to 1.25 oxygen atoms. 

If the initial materials come into chemical reaction in strictly 
defined proportions, and a result of the reaction are products, the 
number of which may be exactly calculated, such reactions are 
called stoichiometric, and describing their equations are stoichi-
ometric equations. 

 
Thus, the material x2TiO   is 2TiO , in which from the crystal oxy-

gen is partly removed, so that it has a slightly lower concentration of 
oxygen atoms (less than two oxygen atoms per one titanium atom). Very 
often, it takes x = 1.3. 

The process of obtaining the material x2TiO   is heating to very high 
temperatures (from 600 K to 900 K) with following cooling. The resis-
tance of the obtained material decreases as a result of removal of the 
oxygen atoms. 

Let’s conditionally assume that the memristor has the cubic structure, 
Fig. 1.20, a. 
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Fig. 1.20. The distribution of oxygen vacancies, depending 

the polarity of the applied voltage 
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The lower layer is a high-purity titanium dioxide having the high re-
sistance value, the upper layer is a depleted by oxygen titanium dioxide 

x2TiO   in which there are positive oxygen vacancies ("holes" which are 
formed after the removal of oxygen atoms). 

The application of positive potential to the upper platinum electrode 
(Fig. 1.20, b) leads to the fact that the positively charged "holes" are 
repelled and migrate to the lower layer in the direction of undoped re-
gion 2TiO . Such a change of the internal structure of the film corres-
ponds to the flow of current through the semiconductor. As a result a 
virtual boundary between the regions (see Fig. 1.19) is also shifted 
down and increases the thickness of the layer x2TiO  , which in turn 
increases the conductivity of all memristor as a whole. 

If the polarity of the applied voltage is changed (Fig. 1.20, c), the 
oxygen vacancies are attracted, so that some of them leave from the 
layer 2TiO . As a result a virtual boundary between the layers moves up 
and its thickness increasing. It means that the resistivity of the memris-
tor increases as a whole. 

Experiments show that if the virtual boundary change only on 0.3 nm 
then the resistance value change in 1000 times. 

It should be noted that when a negative polarity of the voltage is ap-
plied to the memristor (the "holes" are shifted back to the upper layer), 
the “holes” are not repeated with precision the path through which cur-
rent is passed through memristor. Thus, the value of the current flowing 
through the memristor depends on the voltage applied to it in the past. 

So the virtual boundary between doped and undoped regions drifts in 
the respective direction depending on the polarity of the applied voltage. 
It means that the doped region thickness varies. 

In the extreme positions of the boundary electrical resistance of the 
active region will either be high (case 0w with the designation of this 
state as offR ) or low (the case Dw   with the designation of this state 
as onR ). This generalization is shown in Fig. 1.21. 

It is obvious that the impedance of the memristor structure can be 
represented as a series combination of two resistors, whose values depend 
on the position of the virtual boundary (the value w , Fig. 1.21). In this 
case, the general expression for memristance )(qM can be written as: 

.1)( offon 





 

D
wR

D
wRqM  
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Fig. 1.21. The change of the memristor resistance according to its state 

If the applied voltage is switched off, the oxygen ions do not move, 
and the boundary between the two regions "freezes". The state of the 
memristor at this time is defined by its resistance which is proportional 
to the charge which has passed through the memristor to this instant of 
time. The effect of "resistance memory" increases by nanoscale memris-
tor due to the fact that the "holes" do not need to pass long distances. 

Thus the memristor does not accumulate the charge like a capacitor 
and does not maintain the magnetic flux as the inductor. His functioning 
(change of its properties) is provided by chemical reactions in a thin 
(from 3 to 20 nm) two-layer film of titanium dioxide. One of the layers 
of the film, as was noted above, is slightly depleted by oxygen and oxy-
gen vacancies migrate between the layers in one direction and then in 
inverse direction under the influence of an applied voltage. 

In other words, due to the diffusion of oxygen ions under the influ-
ence of an applied electric field the thickness of these layers vary: the 
thickness of one of them increases and the thickness of the second layer 
decreases respectively due to the polarity of the voltage source. 

1.4 General characteristic of the memristors 

To sum up the memristor, the properties discussed above, we note 
the following. 

• The fact that memristors were "hidden" in Maxwell's equations for 
more than 100 years, apparently, was due to the fact that the equations 
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were not formulated at that time in a form, which is used today. In addi-
tion, these devices are very small in size and, therefore, could not be 
detected until nanoelectronics with the respective nanotechnologies is 
appeared which study transfer of charges in solid-state semiconductors. 

• The researchers of HP–laboratory used the fact of nonlinearity to 
obtain the memristor. They began to study the small electrical devices 
with sizes D  of a few tens of nanometers (instead of searching among 
magnetic systems), for which a nonlinear relationship between the inte-
grals of the current and the voltage is satisfied, so that the value M be-
came a nonlinear function of the charge. 

• Most memristors realized in practice are based on titanium dioxide 
2TiO  in pure state having a large resistance. However, when 2TiO  is 

doped with other elements, these dopants (that is oxygen ions) in an 
electric field of high intensity can drift in the direction of the electric 
current. If the voltage is applied to the two-layer film then impurities 
begin to spread in volume 2TiO  and thus change the resistance of the 
active layer. 

• The electric field at the same time reaches enormous values. In par-
ticular, if the voltage of 1 volt is applied to the section of 20 nm then 
electric field intensity is equal to: 

9

7

1
20 10

V                         5 10 .
m

UE
l  



 
 

• The memristance of the memristor changes over time only when an 
alternating current flows through it. It means that the memristor is a AC 
unit. 

• The device functions as a memristor, not a resistor, due to the pres-
ence of the dynamic state variable w that defines the boundary between 
two layers of high and low conductivity. State variable describes how 
memristance changes over time. The state variable is proportional to the 
charge q. 

• Influence of memristance on the electrical behavior of the device 
affects only when the device itself becomes very small (at the nanos-
cale). 
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• Expression for memristance M is not explicitly connected with the 
magnetic flux, although its value is defined as the ratio between the flux 
and the electric charge. The absence of magnetic flux in an explicit form 
can be explained by the use of the law of electromagnetic induction, if 
we rewrite the definition of memristance as  

.)(
i
u

idt
udt

dq
dqM 


  

The expression looks like a usual resistance, but the dependence of 
the memristance from a charge shows that it is not. 

• Absence of the magnetic flux in an explicit form is the subject of 
scientific and nonscientific dispute about the fact of discovery of the 
memristor. The polemics about it is considering so far [52], [84]. 

• If the voltage applied to the memristor switch off, the dynamic 
movement of a virtual boundary between the two layers of the active 
region is stopped and the value of memristor resistance is retained, that 
is remembered. This stored state of the device is held up until another 
voltage will be applied to the memristor, which will cause the transfer of 
the charges. When the voltage switched off the previous state is retained 
arbitrarily long. 

• Memristor does not keep its own properties in the form of a charge, 
and it was not afraid of the charge leakage in the chip nanometer scale 
(nanocircuits), and it is completely nonvolatile, and the data can be 
stored in the memristor as long as there are the materials from which it 
is made. However, the memristor is not stored either electric or magnet-
ic energy. 

• Current-voltage characteristic of a memristor has the form of the 
hysteresis loop when AC voltage is applied. In this case the loop is 
pinched (twisted) at the coordinate plane )(ui , Fig. 1.1. It follows from 
the relationship: 

).(),()( titxMtu   

When 0u , then 0i  and vice versa. This fact also shows that the 
memristor is not a device that stores energy. 

The current-voltage characteristic is ambiguous like Lissajous fig-
ures that arise while moving a point in two perpendicular directions with 
different frequencies. 
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• Hysteresis loop is formed because the current passing through me-
mristor does not change linearly with the applied voltage, unlike the 
resistor which follows Ohm's law. 

Indeed, the virtual boundary w between the respective layers shifts 
by the charge carriers when a current passes through the memristor, 
Fig. 1.22. 

u

i

0

 
Fig. 1.22. The dependency )(ui  of the memristor 

If the charge carriers are pushing the boundary in the side, in which 
the instant resistance of the two-component memristor decreases over 
time, this means that the current increases with the increase of the ap-
plied voltage according to the nonlinear low (see on the curve )(ui  in 
the upper right corner, Fig. 1.22). 

• A memristor is a frequency dependent element that is the memris-
tance value M depends on the frequency of the applied signal. In this 
case, if the frequency increases, there is less time for the boundary to 
change its direction of movement to the right or left, because the flow of 
charge carriers changes direction faster and faster, so that the current-
voltage characteristic is narrowed, Fig. 1.23. 

With a relatively high frequency hysteresis loop is transformed into a 
straight line (see Fig. 1.12). 

• Memristors can be created on the base of the multi-layer materials 
to get a wide range and high rate of resistance switching upon applica-
tion of the respective signal. There are already examples of cells with a 
side of 3 nm and a switching speed of about one nanosecond. 
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Fig. 1.23. The dependence of the current-voltage characteristics of a memristor 

from frequency 

• Memristors today are the only inorganic material, approaching in 
their functions to the synapses of the brain (the synapse is the connec-
tion between nerve cells in the brain (neurons)). The rate of the signal 
transfer by synapse depends on the neuron activation time: the smaller 
the time interval between the activation, the faster the signal is transmit-
ted at the synapse. Similarly memristor functions: if the current is ap-
plied to the memristor with intervals, for example, 20 ms then the resis-
tance of the memristor is two times less than at intervals of 40 ms. 
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M A T H E M A T I C A L  M O D E L S  O F  M E M R I S T O R  

 Linear mathematical model of the memristor  
 Nonlinear mathematical model of the memristor 

2.1 Linear mathematical model of the memristor 

The definition of a broad class of systems called memristive systems 
was given in [20]. These systems are described by the equations: 

( ) ( , ) ( ), ( , ),dwu t M w i i t f w i
dt

    

where w defines the state variable, M and f may be time functions, u and 
i are the voltage and current respectively. 

The first equation )(),()( tiiwMtu   looks, as already mentioned, 
like the nonlinear version of Ohm's law and determine how the voltage 
across the memristor depends on the current passing through it, and on 
some state variable. However, the difference lies in the fact that this ex-
pression depends on the state variable w. This variable describes the 
system inside. This time dependence of a state variable provides the sto-
rage of the system. The thickness of the titanium dioxide film 2TiO  
plays the role of a state variable of the memristor. Increase or decrease 
in this thickness causes increase and decrease the resistance of the entire 
structure. This means that the resistance of the structure will vary de-
pending on what amount of charge passed through the element and gen-
erally this resistance can not be constant. 

The second equation expresses that fact in what way change of the 
state variable depends on the amount of charge flowing through the 
memristor. Thickness of the film of the memristor depends on the distri-
bution of oxygen vacancies through the material. 

Consider the simple linear mathematical model of the memristor, 
proposed in [10], [34], and [70]. The linear model of a virtual boundary 
movement suggests that oxygen vacancies are free in crossing the entire 
thickness of the structure without taking into account boundary condi-
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tions. The usefulness of this model is defined by the ease of use and fi-
nished form solution. 

Let voltage applied to the memristor creates a uniform electric field. 
Velocity of carriers drift is defined as 

dt
tdwv )(

 . 

Obviously, the speed v is directly proportional to the electric field in-

tensity 
D
uE   and the charge carrier mobility D  in the diffusion 

process that is we may write that 

Dv E  , 

where the value D  has the dimension equaled 
2m

s V
 
  

. 

Then for a linear relationship between the rate of diffusion and elec-
tric field intensity the speed of movement of virtual boundary w separat-
ing the doped and undoped regions is defined as follows: 

),(
)()( on ti

D
R

D
tu

dt
tdwv DD 




  

where the value onR is the resistance of the completely doped active re-
gion of the memristor. 

Introducing this expression in the form 

,)(on dtti
D
R

dw D  

and integrating both sides with respect to time: we get 

,)()(
00
 




t
onD

t
di

D
R

tdw  

from which we obtain 

).0()]0()([)( on wqtq
D
R

tw D 


  
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Assuming 0)0( q  we get: 

),()( on
0 tq

D
R

wtw D  

where the value 0)0( ww   determines the initial value of the position of 
the virtual boundary. 

Memristance of the structure corresponding to this position of the 
boundary w with respect to the entire thickness of the structure is given 
by: 

,1offon 





 

D
wR

D
wRM  

where the value offR  is the resistance of the undoped region. 
Substituting the expression )(tw , we get: 

 
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0 on 0 on

on off2 2
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on off off on2
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off on 0 02
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                    1 ( )

                    ( ) ( ),

D D

D

D

w R w RM q R q t R q t
D D D D

w w RR R R R q t
D D D

R R RR R R R q t R q t
D Q

  
     

 
       
  

       

 

where 

,1 0
off

0
on0 







 
D
w

R
D
w

RR  

is the initial resistance of the memristor, and the value 

on

2

0 R
DQ
D

  

determines the amount of charge that is required to change the state of 
the structure, from 0w . 

It is obvious that the second term in the expression for memristance 

),(][ 2
on

0 tq
D

RR
RqM D 

  
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depending on the charge )(tq carries in a substantial contribution into 
the memristance value. This term increases in magnitude with increas-
ing mobility of impurities and reduction of the entire active area of the 
film thickness D. For any material this term is 610  greater in absolute 
value for the case of nanoscale ( 910 ), compared with microscale 

( 610 ) due to the presence of the factor 2

1
D

. 

It is therefore memristance M is much more important parameter for 
understanding the processes in the electronic devices when their dimen-
sions are reduced to the nanoscale. 

We also note that the expression for memristance was written in the 
form that takes into account the material properties and geometrical di-
mensions of the device itself. Similarly, it has been done for a capacitor, 
whose capacitance is expressed as: 

,
d

S
C a  

where Sa   ,  and d are the dielectric constant, the area of the plates and 
the distance between the plates, respectively. By analogy the value of 
the resistor and the inductance of the coil are also defined in terms of the 
properties of materials and geometry dimensions: 

.    , 2

l
SwL

S
lR 

  

According to the definition of the memristance we obtain: 

.
)(
)()]([

ti
tu

idt
udt

dq
dtqM 


  

Then, the voltage )(tu can be determined as follows: 

,)()()()()]([)(
0

0
0

0 dt
dqtq

Q
RRtitq

Q
RRtitqMtu 







 








 
  

and integrating both sides of this expression with respect to time, we 
obtain the dependence of the magnetic flux over time (assuming 

0)0( q ): 
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)()()()()(

2

0
0

000
0

0

tq

Q
R

tqRdq
Q

R
dqRdttut

ttt 



   

We solve the resulting equation for the charge ),(tq  which (it is clear 
from the expression) is bound up with the magnetic flux by the quadrat-
ic dependence: 

,0
2 0

2

0


 qRq
Q
R  

2
0 0 0

0 0 0 0 0
2

0 0

0 0
2

0 0

2
2( ) 1

2 ( )                                                         1 1 .

RR R Q
Q Q R Q R Rq t

R R R Q R

Q R R t
R Q R

    
    

  

  
      

 

Thus, the time dependence of the charge is given by the expression: 

.)(211)( 2
00

00











 





RQ
tR

R
RQ

tq  

Substituting the obtained expression for )(tq  into relation of me-
mristance, we get: 

.)(21)()]([ 2
00

0
0

0 t
RQ
RRtq

Q
RRtqM 





  

The current flowing through the memristor is given by the relation-
ship: 

0 2
0 0

( ) ( )( ) .
[ ( )] 21 ( )

u t u ti t
M q t RR t

Q R

 
 

 

The graphs of the respective dependencies )(  ),( titu , )(  ),( ttq   and 
the graph of the current-voltage characteristic )(ufi   for the linear 
model of the memristor are shown in Fig. 2.1. It should be noted that the 
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charge q is an unambiguous function of the magnetic flux, as it should 
be in the memristor. 
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Fig. 2.1. Graphs of dependencies ( ),   ( )u t i t , ( ),   ( )q t t , ( )i f u  

for the linear model of the memristor 
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The analysis and the modeling of memristive circuits can use the 
normalized value of the state variable which is given by the expression: 

D
twtx )()(  . 

Besides the coefficient r is used which is defined by the ratio of the 
resistances in extreme conditions (for Dw   and 0w  we have the 
resistances onR  and offR  respectively): 

.
on

off

R
R

r   

In this case, easy to obtain the following expressions: 

 on off on[ ] 1 (1 ) ,w wM q R R R x r x
D D

       
 

 

.)()(
0

0 Q
tqxtx   

It is also obvious that the equation 

),(
D

)( on
0 tq

R
wtw D  

defining the state variable )(tw  is valid only when the values w are in 
the range [0, ]D  or the values of the normalized state variable x are in 
the range[0,1] . 

Figure 2.2 shows the graphs of change in time )(tM  and ).(tx  
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Fig. 2.2. Graphs of dependencies ( )M t  and normalized state variable ( )x t  

As noted above, the value w is proportional to the charge )(tq  that 
passes through memristor, as long as its value is closer to the value D 
(or 0). 

Also note the following important fact. 
If we transform the equation 

( ) [ ( ), ( )] ( )u t M w t i t i t  

in the form 

 on( ) ( ) (1 ( )) ( ),u t R x t r x t i t    

taking into account the fact that 

)(
)()( on ti

D
R

D
tu

dt
tdw dD 




  

or by introducing a normalized variable 
D
wx  , 

),()()( on
2
on ti

R
ti

D
R

dt
tdx d





  
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the initial expression for )(tu can be obtained in the form of: 

  .)())(1()()(
dt

tdxtxrtxtu   

Integrating the voltage over time we may determine the magnetic 
flux: 

2 2
2

( ) ( )

1                        ,
2 2 2

t u t dt xdx r dx r xdx

x x rrx r C x rx C

     

             

   
 

where the constant C is the constant of integration, which is determined 
by the initial values of the state variable. 

The constant of integration C contains "past events" created by the 
input current, and plays an important role in the nonlinear structure. 
Memristor memory effect refers to the constant C. This constant can not 
be eliminated by subtracting from )(tx , it is saved and after a time dif-
ferentiation of )(tx . That is why the memristor reaction depends on the 
prior history. 

In conclusion we note that in real systems with nanoscale significant 
nonlinear effects in the drift of oxygen vacancies within the active re-
gion appear in achieving boundaries due to strong electric fields.  In this 
case the form of voltage-current characteristic varies considerably, as 
will be discussed below. 

2.2 Nonlinear mathematical model of the memristor 

The need to get the reliable models, which take into account the non-
linear dynamics of the movement of impurities, is an important task in 
the study of memristor systems, especially in cases where their physical 
dimensions are in the nanometer range. 

Dynamic processes in the memristor are described by the examples 
of many analytical models that approximate the kinematics of the inner 
impurities. 

Although the linear model reproduces the hysteresis loop ui   of 
the volt-ampere characteristic, however, a serious shortcoming is the 
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simplification of the foundations of electrodynamics. First of all, a small 
value of the voltage applied to the region having nanosizes causes a very 
large electric field, which undoubtedly leads to nonlinear movement of 
the virtual boundary. The value w never reaches 0, as this would mean 
that physically memristor has no oxygen vacancies. In another simple 
case ( Dw  ) the entire area of the two-layer structure should be a fully 
doped by the oxygen vacancies. 

Obviously, to simulate the process of state change it is required that 

the rate of change of this state 
dt
dw  was greatest in the center of the 

structure 





 

2
Dw  and would be reduced to zero, when the value w was 

close to the boundaries ( Dww    ,0 ). These restrictions can be carried 
out by multiplication by a so-called window function )(xf , where x is 

as above, normalized state variable equaled .w
D

 

As is known, the thickness of the doped region at some time t de-
pends on the number of charges that have passed through the structure 
and, therefore, the time derivative of the function )(tw  is a function of 
the current: 

),(on ti
D

R
D
uEv

dt
dw

DdDD   

where Dv  is the sped at which a virtual boundary moves between doped 
and undoped regions, D  is the average mobility of the impurities, E is   
the electric field intensity applied to the doped region with the passage 
of current )(ti , onR  is the total resistance of the structure, where the ac-
tive region is doped completely. 

If we assume that the electric field is small enough, then the linear 
model of impurity drift can sufficiently precisely approximate the dy-
namics of the operation of the memristor. However, this model is not 
suitable when the process is considered on the boundaries. This is due to 
the influence of an inhomogeneous electric field which restrains drift of 
impurities. 
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Restrictions of the linear model appear in its extreme states, that is 
when the state is saturated ( Dw ) and in the initial state ( 0w ). 
These two extreme cases are achieved when the voltage applied to me-
mristor has the sinusoidal form. 

To take into account the nonlinearity we introduce a window func-
tion )(wf : 

),()(on wfti
D

R
dt
dw

D  

or introducing a normalized variable
D
wx  , 

).()(2
on xfti

D
R

dt
dx

D  

Window function simulates the nonlinear dynamics of impurities in 
the active two-layer structure. The following conditions must be carried 
out: 

• to take into account the boundary conditions at both electrodes of 
the memristor structure; 

• to take into account the nonlinearity of impurities drift across the 
active area of the device; 

• to provide the connection between linear and nonlinear models of 
the drift of impurities; 

• to provide  scalability, that is the range )(xf  should be such as to 
satisfy the condition 0 ( ) 1;f x   

• to use the built-in parametric control to adjust the model. 
Consider a few models. 
It was proposed in [34] to use a function )(xf  in the form: 

,]12[1)( 2 p
p xxf   

where p is a positive integer, called the parameter of the model. This 
window function ensures a zero drift at the boundaries 
( 0)1()0(  ff ), as seen from the relation.  

For the value 1p  the nonlinear drift is taken into account through-
out the active region of thickness D, and for p  the model be-
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comes the linear one (the value 112 x ) for the model, that is 
1)( xf p . 

Thus, we may control by the rate of change function by means of the 
change of the parameter p. Low values of the parameter p correspond to 
lower rate of change w and vice versa. Figure 2.3 shows a window func-
tion graphs for different values of the parameter p. 

2
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Fig. 2.3. Graphs of window function for different values of parameter p 

The modified equation of change of the rate 
dt
dx  is as follows: 

].)12(1)[()()( 2
2

on p
p

D xtkixfti
D

R
dt
dx




  

The considered a nonlinear model is more precise than linear one. 
The decision of the model can be carried out as for the time function for 
arbitrary values of p. We may use numerical methods of solving in the 
modeling process based on previously obtained relations.  

The following is an algorithm for calculating the corresponding func-
tions: 

on off
( ) ( )[ ( )] 1 ,i i

i
w t w tM w t R R

D D
           
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,
)]([

)(
)( 1

1
i

i
i twM

tu
ti 
   

on
1 1

( )( ) ( ) ,D i
D i i p

R w tv t i t f
D D 

     
 

),(])[()( 111 iiiiDi twtttvtw    

,
)]([
)(

)( 1
1

i

i
i twM

t
tq 



  

where the magnetic flux )(t is defined from the expression: 

.)()(
0
 
t

dut  

It should be noted peculiarities of the function )(xf p  when the 
doped region covers the entire thickness of the structure (x = 1). In this 
case the function 0)1( xf p  for all values p. Then the value 

0)( 1 iD tv  and the value )()( 1 ii twtw  , that is it does not change in 
the next steps of the simulation. This "loop" continues until the end of 
the simulation regardless of the change of current direction. It leads to 
incorrect results. 

Thus, for the considered model all conditions are carried out except 
scalability condition 1)(0  xf , namely, if the function )(xf p  reaches 
such boundary value (x = 0 or x = 1), then the state of the device can not 
be further adjusted. This case is called the terminal state problem, [34]. 

Consider the particular case of the model, when p = 1, that is the 
window function takes the form: 

,]12[1)( 2
1  xxf  

and the ratio for the rate of change of the state variable is written as 

])12(1)[( 2 xtki
dt
dx . 

Let us solve the equation for state variable )(tx , taking into account 
that dqidt  : 
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2 21 (2 1) 1 (2 1) 4 (1 ) ,dx k x idt k x dq x x kdq               

from which it follows: 

kdq
xx

dx


 )1(4
 

or 

.
)1(4

1
 


dqk

xx
dx  

We represent the integrand on the left, as follows: 

.
1

11
1

11
)1(

1






 xxxxxx

 

Then we get: 

])([)]0()([)1ln(
4
1ln

4
1

0qtqkqtqkxx   

or 

],)([4
1

ln 0qtqk
x

x



 

where 0q  is the initial value of the charge at the time 0t . 
It's obvious that 

 .])([4exp1
0qtqk

x
x


  

Let’s define the memristance of the structure in accordance with the 
obtained result: 

 

on off off

on 0

1( ) (1 )

                                       exp 4 [ ( ) ] ,

on

off

xM x xR R x x R R
x

x R R k q t q

       

     

 

then 
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 .])([4exp)(
0offon qtqkRR

x
xM

  

Represent the value 
x
1  in the form: 

  .1])([4exp111
0 


 qtqk

x
x

x
 

Substituting this value in the expression for memristance, we get: 

 
 

 

on off 0

0

on off
off

0

exp 4 [ ( ) ]
( ) [ ( )]

exp 4 [ ( ) ] 1

                                       .
exp 4 [ ( ) ] 1

R R k q t q
M x M q t

k q t q
R RR
k q t q

  
 

  


 
  

 

Thus, the final expression for memristance is: 

  .
1])([4exp

)]([
0

onoff
off 




qtqk
RR

RtqM  

Changing the normalized state variable )(tx  in time, as it follows 
from the above arguments, is determined from the relationship: 

  .
1])([4exp

1)(
0 


qtqk

tx  

The results of simulation of the nonlinear model of the memristor are 
shown in Fig. 2.4 at the value of the parameter p = 1 and input signal 
( ) sinmi t I t  . 
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Fig. 2.4. Simulation results of the memristor described by the Nonlinear model 

Let’s find the charge )(tq  from the ratio  

 
0

( ) ( ) 1 cos( )
t

mIq t i d t     
  

and the voltage )(tu  across the memristor from the relation 

( ) [ ( )] ( ).u t M q t i t  

Next we can build a current-voltage characteristic of the memristor 
)}(),({ tuti , Fig. 2.4. 

Comparing the current-voltage characteristics of the linear (see 
Fig. 2.1) and nonlinear (Fig. 2.4) models, it is necessary to note that the 
window function increases the effect of the nonlinearity of the ion drift 
when the value w is sufficiently close to zero or D. Current-voltage cha-
racteristics differ significantly by more abrupt transitions from state 

offR  to state onR , and vice versa (so-called effect of the resistive 
switching). These effects will be considered in more detail in chapter 5. 

The window function was proposed in [77], [78] in the form: 
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2

)()(
D

wDwwf 
 , 

which may be rewritten in terms of the normalized state variable )(tx as 
the following: 

2)( xxxf  . 

The boundary condition in the state "off" (x = 0) is satisfied because 
0)( xf . However, this function has not enough flexibility and the 

problem of final state remains. 
It may be noted that the proposed function is essentially a scaled 

function considered above. Indeed, for p = 1, we have: 

),(4)12(1)( 22
1 xxxxf   

that is the factor 4 is added. 
Another window function is proposed in [11]: 

p
p ixxf )]sgn([1)(  , 

1,        0,
sgn( )

0,       0.
i

i
i
  

 

A positive (negative) value of the current is associated with the in-
crease (decrease) of the doped region width Graphs )(xf p for different 
values of p are shown in Fig. 2.5. The results of simulation of the me-
mristor with the given window function are shown in Fig. 2.6.  

In this case, if the process begins with x = 0 then 1)0( pf . With the 
increase in x so that )(  1 Dwx  the function 0)1( pf . When the 

current changes the direction, the function )(xf p  immediately "switch-
es” to 1. As x decreases, so that 0x  the function )(xf p  is also de-
creases to zero. When the current changes its direction again, the cycle 
repeats. 

Nonlinearity of impurities movement, as already noted, appears in 
two extreme values 0x  and Dx  . 



______________________________________________________________________C H A P T E R  2  

65 

1

1

0

p = 1

p = 5

p = 10

0,5
x

Normalized state variable

 
Fig. 2.5. Graphs of the window function for the different values р 

The parabola curve was proposed in [71], which is symmetrical at     
x = 0.5. We may write the expression for the window function in the 
form: 

,)( 2 CBxAxxf   
where the coefficients A, B and C are determined by the following con-
ditions: 

0,5
0,5

   0,    ( ) 1,    (0) (1) 0.
x

x

df f x f f
dx 



   
 

A simple calculation of the coefficients (A = B = 4, C = 0) results to a 
relation considered above, that is 

xxxf 44)( 2   
for the case of p = 1. In order to attain both flexibility and scalability of 
model it is proposed modification of the window function based on the 
smooth parabolic function: 

2 2 2( ) ( 0,5) 0,25 1 ( 0,5) 0,75 .f x x x x x                 
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formula1_all  4 10 5

p 1

D 30 10 9

Q0 6 10 5

D 6 10 14

w0 0.2 D

i0 0

Ron 100

Roff 10000

 10

t0 0

t j 1 j 1( ) 

Mj Ron
wj
D









 Roff 1
wj
D












uj 1 1 sin  t j 1 

i j 1

uj 1
M j



vj 1
D
Q0

i j 1 1
wj
D

1
1 exp 100 i( ) j 1  








2 p




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Fig.2.6.  
Fig. 2.6. The results of a memristor simulation 
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Finally, the introduction of the control parameter p gives: 

2( ) 1 ( 0,5) 0,75 .
p

f x x       

Note that for p = 1, this model is identical to the model described 
above. Figure 2.7 shows the graphs of the window functions for differ-
ent values of the parameter p. 
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Fig. 2.7. Graphs of the window function 2( ) 1 ( 0,5) 0,75
p

f x x       

In this case the window function satisfies all conditions and improves 
shortcomings of the models considered above. 

Introduced parameter p performs the following functions: 
• parameter p allows to scale the window function from the top that 

is the maximum value of the function )(max xf  can take any value in the 
interval 1)(0 max  xf ; 

• parameter p can take any real number unlike the models proposed 
in [34] and [35]; it allows to increase its flexibility. The values of p = 1, 
2, 4, 8 and 10 may be selected to show the individual drift across the 
nonlinear two-layer structure, while a very large value of p can provide 
the bond withe the linear drift model (p = 60, 80); 

• the limit values are determined by the window function as zero val-
ues at the edges of the two-layer structure, while the impurities drift is 
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strongly suppressed near metal contacts of the structure. On the other 
hand the problem of the final state is solved fundamentally in this case. 

In special cases, when the drift of impurities such that 1)(max xf  or 
0)(max xf  the function of the window may be adjusted be the intro-

duction of another scalar parameter c. For any particular values of p the 
value )(max xf  can be scaled, and from the top and from the below with 
the respective value c: 

2( ) 1 ( 0,5) 0,75 .
p

f x c x        
 

The graphs of the window function are shown in Fig. 2.8 for various 
values of the parameter c with a fixed value of p = 10. 
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Fig. 2.8. Graphs of the window function 2( ) 1 ( 0,5) 0,75
p

f x c x        
 

In general, the memristor as the device is characterized by the para-
meters on0  , , , RDwD  and offR . The higher the value 0w , the wider the 
loop in the ui   graph. However, no values D  or values 0w  may be 
set arbitrarily, because the imaginary numbers may appear in equations. 
Furthermore, the model operates with a wider range of parameter val-
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ues, if the size of the initial-doped region is less than half the total 
thickness D of the structure. 

As already noted, the "long" structures with high values D indicate 
smaller memristive effect than the "short" structures, as 

),()( 2
on

0 tq
D

RR
RqM D 

  

because the values )(qM  are inversely proportional to 2D . 
The values onR  and offR  may be arbitrarily selected in accordance 

with their definitions. The ratio 
on

off

R
R

r 
 
must be greater than 10, al-

though the values 2000100 r  are used more frequently in the simu-
lation. It should be noted that an increase of the value r narrows the hys-
teresis loop to a straight line. For any given value D the hysteresis effect 
is greater if 0RR   [34]. 

The results of simulation of the nonlinear model of the memristor 
with parameters: 

2
14

0 on off
m10 ;   40 nm; 0,4;  100 ;  10000 ;
V sD D x R R       


 

rad  ( ) 1 sin  V;   8 .
s

u t t       

are shown in Fig. 2.9. 
Step simulation was selected as 6102  s. The used window func-

tion has the form: 

.)()( 2
2 xx

D
wDwxf 


  

It should be noted that in the case of the nonlinear model the periods 
of the current and the input voltage coincide and the phase shift between 
them is equal to zero, but the current curve and the hysteresis curve are 
sharper because the respective window function is used in comparison 
with the linear model, (look of Fig. 2.1). 
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Fig. 2.9. Characteristics of the nonlinear model of the memristor 
with the window function 2( )f x x x   

The results of simulation of nonlinear model with the same parame-
ters, but with window function a different 2( ) 1 (2 1) pf x x    are 
shown in Fig. 2.10. 

Comparing the graphs in Fig. 2.9 (p = 1) and Fig. 2.10 (p = 9), we 
note a significant influence of the parameter p on the current-voltage 
characteristic of the memristor. 

The dynamic models of the linear and the nonlinear memristors 
are considered. The following conclusions can be obtained from these 
results. 

Nonlinear models give results closer to the experimental data ob-
tained in the research of real physical samples in comparison with the 
linear models. Nonlinear models with the respective window functions 
provide a more complete understanding of the dynamics of the 
processes. 
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Fig. 2.10. Characteristics of the nonlinear model of the memristor 
with the window function 2( ) 1 (2 1) pf x x    with 

the parameter 9p   
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I N T E R P R E T A T I O N  O F  T H E  M E M R I S T O R  
IN THE THEORY O F  E L E C T R O M A G N E T I S M  

 Electromagnetic properties of the medium 
 Memristance and the memristive medium 

3.1 Electromagnetic properties of the medium 

When the separate concepts of the circuit theory are not applicable, 
the only possible methods of the research are methods of the electro-
magnetic field theory. The electromagnetic processes are characterized 
by the point values namely electric and magnetic fields, intensity, cur-
rent densities and others. 

In the study of electromagnetic fields it is necessary to consider the 
characteristics of the medium in each point namely the specific electric 
conductivity, permittivity and absolute magnetic permeability. 

To characterize the properties of electric and magnetic circuits some 
constants called parameters of the circuit are used: the resistance, the 
inductance and the capacitance, which characterize any separate sections 
of the circuits (circuits with the lumped parameters), or their unit length 
(circuits with the distributed parameters), [103]. 

It is known that if a voltage is applied to the capacitor plates, the 
electric charges will accumulate on them. Similarly, the current flow 
through the coil causes the storage of the magnetic energy on this ele-
ment. If the current flows through the resistor then at its terminals the 
potential difference occurs (the voltage). The inductance and the capa-
citance store the energy, while the resistor converts the electrical energy 
into heat. These well-known conclusions are in full accordance with 
Maxwell's electromagnetic theory. The fundamental relations which 
connect the electric current, density of the electric and magnetic fluxes 
with the electric and magnetic field intensity, have one correspondence 
with the equations of the electric circuit elements. 

The study of the memristors is usually focused on the examination of 
the behavior of the current-voltage characteristics, but the relationships 
between the magnetic flux and charges are not fully taken into account. 
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First of all, let’s consider the correspondence between the circuit 
theory and the electromagnetism. 

Well-known elements of the electrical circuits LR  ,  and С are given 
by the respective ratios: 

,   ,   , LiCvqiRv   

that connect the electric and the magnetic quantities with each other. 
The fundamental equations of electromagnetism can be written as: 

,         ,         , HBEDE aa


  

where δ


 is the density of the conduction current, D


 is the vector of the 
electric induction (electric displacement), B


 is the vector of the mag-

netic induction, HE


 ,  are the vectors of the electric and magnetic field 
intensity respectively. The medium is characterized conductivity γ , and 
the absolute values of the electric and magnetic permeability 

( 9
0

1 Fε 10
36π m

 , 7
0

Hμ 4π 10
m

  ,  0a ,  0a ). These values 

are used in electromagnetism are equivalent to the resistance, the induc-
tance and the capacitance in the circuit theory. For example, the permit-

tivity is connected with the capacitance and its unit is 




m
F

. It is impor-

tant to note that the values    ,  ,  that correspond to the electrical cir-
cuit elements CLR   ,  ,  represent the electromagnetic properties of the 
medium. 

3.2 Memristance and the memristive medium  

As is known, the memristor relates the magnetic flux Ф with the 
electric charge q by the ratio: 

qqM )( , 

where M is the memristance of the element. 
We introduce the following relation [23], [82]: 

 B D
 

. 
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which is the electromagnetic equivalent of the equation qqM )( , 
where the value   is specific memristance of the medium. This equa-

tion states that the density of the electrical flux 2

V
m
 
  

 leads to creation 

of the magnetic flux density in the memristive medium. 
Let’s apply the divergence operation to both sides of the equation: 

div div , B D
 

 

which is true for a homogeneous and isotropic memristive medium. 
As is known, the divergence of the electric flux density is equal to 

the volume density of the charge   in a certain volume V, that is 
div v D


 and hence we have 

div .v B


 

This equation represents the effect of the memristance of the medium 
in terms of Maxwell's equations. In fact, the divergence of the magnetic 
induction is zero, since there is naturally no magnetic charge density. 
However, in the field theory (in particular, when we consider the propa-
gation of electromagnetic waves and antennae theory) the concept of 
fictitious magnetic charges in the right part of the Maxwell equations is 
introduced. This technique is used in the simulation of electromagnetic 
processes in certain types of antennas. 

For example, the loop antenna can be represented by an equivalent 
symmetric dipole antenna, on which a so-called magnetic current flows. 
This configuration produces the same electromagnetic field at a point of 
observation, like a loop antenna. But such mathematical models do not 
give any physical understanding about the existence of magnetic mono-
poles. 

The equation div v B


 can be transformed in accordance with the 
theorem of Gauss. 

As is known, the flux of the vector A


 through a closed surface S is 
equal to the integral of divA


. The integral is taken over the volume 

bounded by this surface: 

div .
S V

dV AdS A
  
 . 
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Then we can write: 

div div div ,v v
S S V V V

dV dV dV            BdS AdS A B B
     

   

where V is the volume surrounding the charges; S is a closed surface 
bounded by volume V; dSdS n

  , n  is the unit vector which is normal 
to the surface dS. 

The electromagnetic properties of the medium within the volume 
may be modeled by the value  . The obtained equation says that elec-
tric charges accumulated in memristive medium, create a magnetic flux 
density which permeates the closed surface bounded by the volume. 
Note that the equation div v B


 is true as well for the static case, 

when the charges and the field does not change over time. 
Let’s assume the existence of a certain density of the external current 

extδ


 in the memristive medium. First of all, we introduce the continuity 
equation of the form: 

extdiv 0v

t


 


δ


, 

where extδ


 is the external conduction current density produced by exter-
nal energy sources, [103]. 

In accordance with the first Maxwell’s equation: 

extrot ,
t


   

DH δ E
  

 

where γ  is the electrical conductivity of the medium 





 m
1

, and 

 E δ


 is the conduction current density produced by the motion of 
charges in the presence of the field E


. 

The second Maxwell's equation can be written as 

rot ,
t


  


BE M
 
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where M


 is some unknown vector. 
Let’s carry out the operation of divergence on the left and right hand 

sides of the equation: 

divrot div div .
t

 
    

BE M
 

 

From vector analysis it is known that divrot 0,A


 then we get 

div div 0.
t


 


M B
 

 

Taking into account that div div B D
 

, div V D


, we can write: 

div 0,V

t


  


M


 

from which we obtain: 

extdiv div 0,  M δ


 

and hence 

ext M δ


. 

Let’s write the second Maxwell’s equation in the form: 

ext ext m ext mrot ,
t t

 
          

 
B BE δ δ δ Н
    

 

where mγ  is the specific magnetic conductivity 




m

. 

The equation 

ext mrot ,
t


     


BE δ Н
  

 

represents an enhanced version of the second Maxwell's equations in the 
memristive medium. 
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Let’s apply the operation of divergence for the second Maxwell’s 
equation: 

ext  m

m
ext  

divrot div div div

1                        div div ,   div

                                    +div 0.

V
a

V
V

a

t

t


     



   


         

E B δ H

H B B

δ

  

  



 

According to Stokes' theorem 

rot
L S

dS Adl A
 
  

we can write: 

ext m .
L S t

 
      

 
BEdl δ Н dS
    

  

This equation means that the time variation of the magnetic induc-
tion, the density of the conduction currents through the surface S of the 
memristive medium creates the electric field along a loop L that sur-
rounds this surface. 

On the other hand, as was already noted, the memristive system has a 
memory property. The memristor satisfies to the expression 

,)()(    
)(
)(

    

 




 dttiMdttv

dttiq
dttv

Mq  

which may be transformed as following: 

  .0)( dtMiv  

The respective expression that satisfies this equation is written in the 
form: 

,)()( CtMitv   

where the constant C is the integration constant. The memristor re-
members (mathematically) its previous state because of this constant 
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[82], [37]. Taking into account the equation  B D
 

 which defines the 
memristive medium we may write that 

,
t t

 
 

 
B D
 

 

if we differentiate over time both sides of the equation. From Maxwell's 
equations it follows (under the condition that 0 ) that 

rot ,
t




DH


  rot .
t


 


BE


 

Then we obtain the equation 

rot rot , E H
 

 

which can be transformed as  

 rot 0.  E H
 

 

From vector analysis it follows that 

,0rotgrad w  

where w is the scalar function. 
Then it is obvious that the equation 

grad w w    E H
 

 

satisfies to the equation obtained above. 
Thus, the equation 

w  E H
 

 

is an analogue of the equation CMiv  . The memristive medium re-
members its last state according to the presence of the term w  as in 
the memristor. 

Thus, if in accordance with the definition the memristor set the ratio 
between the magnetic flux and electric charge, then from the standpoint 
of electromagnetic theory, this expression can be written as the ratio 
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between the electric D


 and magnetic B


 induction. This approach leads 
to two equations: 

div ,V B


 

ext mrot ,
t


     


BE δ Н
  

 

which are an extension of Maxwell's equations (the so-called Maxwell-
Gauss and the Faraday-Maxwell) in the memristive medium. The equa-
tion div V B


 says that the density of the electrical charge creates a 

magnetic induction B


 instead of electrical induction in the memristive 
medium. The second equation indicates that the electric current density 
will induce the electric field E


 in the memristive medium. 

Let’s consider the interpretation of the memristor from the position 
of the electromagnetic field, given in [23], in which the concept of the 
so-called quasi-static expansion of Maxwell's equations was used. This 
representation is usually used when we need to give an explanation of 
the fundamental elements of the electrical circuits within the electro-
magnetic field theory. 

Let’s write the system of Maxwell's equations in differential form, 
[103]: 

rot ,
t


 

DH δ
 

  rot ,
t


 


BE


 

div , D


 div 0,B


 

where, as before, E


 is the electric field intensity, D


 is the electric in-
duction, B


 is the magnetic induction, H


 is the magnetic field intensity, 




 is the density of the electrical conduction current, ρ  is the volume 
density of the electric charge. 

The idea of a quasi-static expansion includes a process of successive 
approximations for the electromagnetic fields, which change over 
time. This approach allows to study the electrical circuits in which tem-
poral changes of the electromagnetic fields are quite slow. It is typical 
for the particular case of the electric circuits. 
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Let’s consider a complete family of electromagnetic fields, for which 
their rate of change over time is variable. The family of these fields can 
be described by a parameter  , which is the rate of change of the charge 
densityover time. 

Introducing the variable t , we can write the respective deriva-
tives of the fields with respect to time as follows: 

,              .
t t t

     
    

     
B B B D D
    

 

Maxwell's equations in this case take the form of: 

rot ,              rot , 
   

 
D BH δ E
  

 

which allow to consider the different values of the variable   corres-
ponding to different time scales of the excitations. In these equations the 
vectors E,  D,  B,  H

   
 and the vector 


 are also functions   and   to-

gether with the space coordinates . , , zyx  
Let’s expand, for example, the vector E


 by the extent : 

2
0 1 2( , , , , ) ( , , , ) ( , , , ) ( , , , ) ...,x y z x y z x y z x y z          E E E E

   
 

where the terms of the first and the second order are: 

0 0
( , , , ) ( , , , , ) ,x y z x y z


     E E

 
  1

0

( , , , , )( , , , ) .x y zx y z


   
    

EE


 

The similar expansions we may write for other vectors of the elec-
tromagnetic field and substitute into the Maxwell’s equations. Then we 
have, for example, the expression for rot E


 as following: 

2
0 1 2rot rot rot rot ...     E E E E

   
 

It is evident that the second equation of the system may be written in 
the form: 

2
00 1 2rot rot rot ... 0,

    
             

0 1B BE E E
   
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which must be satisfied for all values  . It is truth if the coefficients   
of all degrees are separately equaled zero. By analogy we may write the 
first equation of the system. In general, we obtain the so-called Max-
well’s equations of the n-th order, n = 0, 1, 2… For example Maxwell’s 
equations of the zero order are written in the form: 

0 0rot ,H δ


  rot 0,0E


 

the equations of the second order are written as follows: 

rot ,
 


0

1 1
DH δ


  rot .
 


0

1
BE


 

To obtain the expressions describing the quasi-static electromagnetic 
field we have to take into account only the first two terms of expansion 
neglecting by the rest terms and assuming that 1 . Then the approx-
imation of the vectors of the electromagnetic field is written in the form: 

0 1 0 1,              E E E δ δ δ
    

 

0 1, D D D
  

        0 1 , H H H
  

        0 1. B B B
  

 

Three fundamental elements, namely, the resistor, the inductor and 
the capacitor, may be analyzed as the electromagnetic systems, whose 
quasi-static solutions corresponds to some combinations of solutions of 
the first and second order equations. 

However, in such explanation the following connection was not con-
sidered. It is case when the electromagnetic fields of the first order are 
connected between each other. But the electromagnetic fields of the zero 
order in comparison with the fields of the first order are epsilon squared 
and may be ignored. 

It was assumed [23] that the two terminals device exists in which the 
vectors 1B


 and 1D


 are connected some equation in which these values 

are considered simultaneously. At the same time the device is made 
from the nonlinear material for which the fields of the first order are 
connected. 

Let’s assume that relationships between the fields of the first order 
are written in the form: 
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1 1 1 1 1 1( ), ( ), ( ),  B H D E δ E
    

D   

where the functions  , D  and   are the continuous functions defined 
only in the space with the coordinates zyx  , , . 

Neglecting by the vector 0D


 in the equation 

0
1 1rot ,
 


DH δ


 

we may write 

 1 1 1rot A . H δ E
 

 

Since the spatial operator of the differentiation do not contain of the 
time derivatives, then this relationship shows that the fields of the first 
order 1H


 and 1E


 are connected between each other: 

1 1( )FE H
 

 

Then the equation for 1D


 may be written as: 

1 1( ),F D H
 

D  

where the operator   is the composition of the two functions. The de-
pendency between 1B


 and 1H


 may be rewritten as the inverse depen-

dency: 
1

1 1( ).H B
 

  

The substitution of this expression gives the dependency between the 
vectors 1D


 and 1B


: 

1
1 1 1( ) ( ).F M     D B B
  

D   

This equation predicts that the instantaneous relationships may be set 
between the vectors 1D


 and 1B


 that it is realized in the memristor. 

Thus the Maxwell’s equations may be used for the quasi-static repre-
sentation of the electromagnetic values in the memristor. 
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R E S E A R C H I N G  O F  T H E  E L E C T R I C  C I R C U I T S  
W I T H  M E M R I S T O R S  

 Statement of the problem 
 Researching of the circuit with the memristor 
 Ideal MC -circuit with the linear model of the memristor 
 Ideal ML -circuit with the linear model of the memristor 
 MLC -circuits with the  nonlinear model of the memristor 

4.1 Statement of the problem 

Let’s consider the properties of the ideal memristor. According to the 
definition the memristor M connects the charge q  and the magnetic flux 
Ф in the circuit and supplements such elements as the resistor R. the 
capacitor C and the inductor L as ingredient of the ideal electric circuits. 
The properties of elements R, L and C are considered in any standard 
course of electrical engineering and electronics. Next we will consider 
the properties of ideal MC, ML and MLC circuits to complete the pro-
gram of the course. 

The properties of the electric circuits including three ideal elements 
R, L and C are the subject of study of the respective sections of the 
physic and technical disciplines. These circuits show the wide variety of 
the processes which occur in them. There are the exponential charge and 
discharge in the RC-circuit with the time constant RCRC  , the expo-
nential increase and decrease of the current in the RL-circuit with the 

time constant 
R
L

LR  , the undamped oscillations in the ideal LC -

circuit with the frequency 
LC
1

0  , resonant oscillations in the RCL-

circuit which are induced by the alternating voltage source with the fre-
quency ~ 0 .  

These ideal circuits are described by the Kirchhoff’s laws. The Kir-
chhoffs Current Law (KCL) follows from the continuity equation, the 
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Kirchhoffs Voltage Law (KVL) follows from the second Maxwell’s equa-
tion if the time dependency of the magnetic field created by the current 
does not take into account. It means that 0d  E l

 
 , where the line 

integral of the electric field E is taken along any closed loop in the circuit. 
Study of the elementary circuits with the ideal elements provides the 

using of visual methods and understanding of the real circuits in which 
each capacitor has final resistance, each energy source has the internal 
resistance, and each resistor has the inductive component at ultrahigh 
frequency. It is evident that real electric circuits may be modeled with 
using considered above three fundamental elements and the ideal vol-
tage source. 

As was noted the physic model of the memristor is represented by 
the resistor whose value is proportional to the charge q which passed 
through it to some time moment t. It follows from the definition of the 
memristor and the electromagnetic induction law: 

.)(     )(    iqMvidtqMvdtMdqd   

To research the characteristics of the electric circuits with the me-
mristors at first we will consider the linear model of the carriers drift to 
describe the dependency of the effective resistance of the memristor 
(that is the memristance) from the charge q, which passed through it. 

Such simplification allows to obtain the analytical complete results. 
Next we will show that the time constant of the damped charge (damped 
current) in the ideal )(MLMC  circuit depends on the polarity of the 
memristor. 

4.2 Researching of the circuit with the memristor  

The scheme of the electric circuit with the memristor is shown in 
Fig. 4.1. 

The value of the effective resistance of the memristor is defined ac-
cording to the general expression: 

on off( ) 1 .w wM q R R
D D

    
 
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The value of the effective resistance of the memristor is defined ac-
cording to the general expression: 

on off( ) 1 .w wM q R R
D D

    
 

 

As before, the value w represents the virtual boundary between the 
doped and undoped regions, the position of which depends on the mo-
bility of the ions (oxygen vacancies) and the value of the applied electric 
field (voltage), Fig. 4.2. 

u(t)

i (t)

M

 
Fig. 4.1. Electrical circuit with the memristor 

The current flowing in the memristor is defined by the uniform elec-
tric field applied to the memristor: 

)(on ti
D

RE 
 

The resistance offR  is much greater than the resistance onR  so that 

the ratio is off

on

R
R

~ 210 1  and off on offR R R R    . 

Alloyed area Unalloyed area

D

w  
Fig. 4.2. The position of the virtual boundary w 
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If the alternating voltage ( )u t  is applied to the terminals of the me-

mristor then the current may be defined from the expression given by 
KVL: 

).()()( tiqMtu   
The properties of the memristor depend on the time dependency of 

the size of the doped region ( )w t . For the simplest linear model the vir-
tual boundary between the regions drifts with the constant speed, given 
by the ratio: 

onμη ( ).D
D

Rdwv i t
dt D

   

Since the drift of the oxygen vacancies may be either expand or con-
strict the doped region then the polarity of the memristor may be charac-
terized by the coefficient 1   , where 1   corresponds to the expan-
sion of the doped region, [34]. 

It is necessary to note that the switching of the memristor polarity 
mean change of the voltage source polarity or change of the capacitor 
plates (in MC-circuit), or change of the initial current direction (in ML-
circuit). 

Let’s write the expression for the memristance ( )M q  in the follow-
ing form (see the section 2.1): 

),()(
0

0 tq
Q

RRqM 


 
where 0R  as before represents the initial value of the memristor resis-
tance (initial memristance): 

,1 0
off

0
on0 







 
D
w

R
D
w

RR
 

The obtained expression shows that the memristance ( )M q  depends 
on only the charge ( )q t  which passed through the memristor. Note that 
for the given value D the memristive effect becomes essential if 

0R R  . 
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According to the results obtained in the section 2.1 the expressions 
for the charge ( )q t  and the current ( )i t  may be written in the form: 

,)(211)( 2
00

00


















 t

RQ
R

R
RQ

tq
 

.
)]([

)(

)(21

1)()(

2
00

0 tqM
tu

t
RQ
RR

tuti 








 
For the linear model of the ideal memristor these equations represent 

the analytical results which allow to construct the volt-ampere characte-
ristic of the memristor. The equation for ( )q t shows that the charge is 
the function of the magnetic flux according to the general expression 

( ) ,d M q dq   and the equation for ( )i t  shows that the phase shift be-
tween the voltage and the current equals zero in the memristor. It means 
that the memristor absorbs the energy. 

If the alternating voltage ( ) sinmu t U t  is applied to the memristor 
then the magnetic flux is defined by the ratio: 

).cos1()()(
0

t
U

dut m
t




 
 

It is necessary to note the following 

,sin)sincoscos(sin)sin( tUttUtU mmm   
however 

( ) [1 cos( )] [1 (cos cos sin sin )]

                                                         [1 cos ] [1 cos ].

m m

m m

U Ut t t t

U Ut t

           
 

     
 

 

It is evident that the current ( )i t will be multi-valued function of the 
voltage ( ).u t  It follows from the expression for ( )i t . That’s why we 
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obtain the pinched hysteresis in the volt-ampere characteristic of the 
memristor, Fig. 4.3. 

 = 6  = 5

1 0.5 0 0.5 1
0.001

5 10 4

0

5 10 4

0.001

i1 t( )

i2 t( )

i3 t( )

u1 t( ) u2 t( ) u3 t( )

i3 t( )
u3 t( )

Rof 1
2 d3 t( )

r D2




i2 t( )
u2 t( )

Rof 1
2 d2 t( )

r D2




i1 t( )
u1 t( )

Rof 1
2 d1 t( )

r D2






3 t( )
Um
w3

1 cos w3t( )( )2 t( )
Um
w2

1 cos w2t( )( )1 t( )
Um
w1

1 cos w1t( )( )

u3 t( ) Umsin w3t( )u2 t( ) Umsin w2t( )u1 t( ) Umsin w1t( )

w3 11w2 6w1 5

Qd
D2

d Ron
D 2510 9

r
Rof
Ron

t 0 0.001 6

Ron 100Rof 1600d 1.110 14
Um 1

 

Fig. 4.3. Volt-ampere characteristics of the memristor 
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Since the value of the magnetic flux is inversely proportional to the 
frequency   then the memristive effect dominates only at low frequen-
cies. In this case the following inequality is carried out: 

,2

0
0 t




 
where 0t  is the time interval needed charge carriers to pass the distance 
D under the applied constant voltage of the value maxU . The value 0t  is 
defined from the expression: 

2

0
maxD

Dt
U




. 

The values 0t  and 0  provide the respective time scale for the me-
mristive circuit. 

The obtained results are correct for the linear model of transfer of the 
charge carriers. At the same time the model is correct when the charge 

passing through the memristor is less than 0
max 0( ) 1 wq t Q

D
   
 

 for the 

case 1   or 0
max 0( ) wq t Q

D
  for the case 1   . 

It is easy to obtain the variety of the characteristics { ( ), ( )}i t u t  for 
the different values of the frequency   using written above the equa-
tions for ( )i t  and ( )u t . The respective theoretical curves of the volt-
ampere characteristics of the memristor are shown in Fig. 4.3. 

If the frequency decreases then the size of the doped region increases 
and the value of the memristance decreases. Thus the “size” of the hys-
teresis loop is inversely proportional to the frequency  . 

At high frequencies the size of the doped region practically does not 
change. 

Thus the effect of memristance occurs when the size of the active re-
gion of the memristor is within nanoscale. It is explained by the fact that 
mobility of carriers is respectively low. 

Let’s consider the ideal electric circuit with two series connected 
memristors. It follows from KVL if two memristors have the same po-
larity ( 1 2   ) then the values of memristances are added like the resis-
tances of two resistors in series (Fig. 4.4, a): 
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.
)()(

)()q(
0

21
0201 Q

tqRR
RRM




 
The memristive effect is retained because the doped regions in both 

memristors are expanded or constricted simultaneously. 
In the case of the opposite polarities (Fig. 4.4, b) we have 1 2 1     

and the terms depending on the charge ( )q t  are abstracted (suppressed). 
Then the equivalent memristance is  

1 2
01 02

0

( ) ( )( ) ( ) .R R q tM q R R
Q

  
    

Doped
region

Doped
region

Doped
region

Doped
region

а

b
 

Fig. 4.4. Series connected memristors 

4.3 Ideal MC-circuit with the linear model  
of the memristor  

Let’s consider the electric circuit with the series connected the ideal 
memristor and the capacitor without the voltage source. We assume that 
the capacitor has the initial charge 0q , Fig. 4.5. 

C
quc 

 
Fig. 4.5. The circuit of discharge of the capacitor 



______________________________________________________________________C H A P T E R  4  

93 

The effective resistance of the memristor is defined its polarity (that 
is the doped region either increases or decreases). 

The decat time constant of MC-circuit depends on the resistance of 
the memristor and therefore discharge of the capacitor will depend on 
the polarity of the memristor. According to the KVL we may write: 

,0)]([ 
C
q

dt
dqtqM C

 

where ( )q t  is the charge on the capacitor, dq
dt

 is the current in the cir-

cuit. 
The value of the memristance as was shown above is defined by the 

relationship: 

0
0

[ ( )] ( ).RM q t R q t
Q


   

Taking into account that the initial charge on the capacitor equals 0q  
and ( )q t  is the charge remaining at the moment t then it is evident that 
the value of the charge which passed through the memristor is defined 
as: 

.
)(

)]([
0

0
0 Q

tqq
RRtqM C




 
Substituting the value CM  into the KVL equation we obtain the non-

linear differential equation: 

,
)]([

00

0
0

bqa
q

Q
qRC

Q
q

RCCR

q
tqCM

q
dt
dq

C 





 
where 

.     ,
00

0
0 Q

RCb
Q
Rq

RCa 








 

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The analytical solution of the differential equation leads to the impli-
cit equation: 

0 0
0 0

0

0 0
0 0

exp exp
( )

exp ( )

                                 exp exp [ ( )] ,

q

q

q

t Rq q
M C M Q

q t
R q t

M Q

t Rq q q t
M C M Q

      
    

 
 
  

   
    

    

 

where the value 

0

0
00 Q

Rq
RM




 
represents the value of the memristance when the total charge 0q  passed 
through the memristor. If we substitute the time moment 0t   then we 
obtain  

0 0( ) tq t q  . 

The initial value of the discharge current (0)i  we may calculate from 
the initial equation: 

.0)( 0
0  C

q
dt
dqqM tC

 
Since 

0 0
0 0 0

0

[ (0)] [ ] ,C C
q qM q M q R R R

Q


     

then the initial value of the current is: 

.
)(

)0(
0

0

0

0
0 CR

q
CqM

q
dt
dqi

C
t  

 
The numerical integration of the nonlinear differential equation gives 

q t  graphs shown in Fig. 4.6. 
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Fig. 4.6. The numerical integration of the nonlinear differential equation gives 

q t  graph 
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It is evident that the initial value of the current in the considered cir-
cuit does depend on the polarity of the memristor η . For great values of 
the argument t the charge of the capacitor ( )q t  decreases according to 
the exponential law. 

Since the decreasing or increasing of the memristance depends on the 
polarity of the memristor then MC-circuit will discharge faster for 1   
than RC-circuit with the same resistance 0R . The RC-circuit will dis-
charge faster than the MC-circuit with 1,    Fig. 4.7. 

The solution ( )q t  obtained for the linear model of drift of the charge 
carriers is correct for the charge 

0
0 0 1 ,     η 1.wq Q

D
    
 

 

In this case the memristance 0 onM R  and is the positive value. 
By analogy we may consider the ideal MC-circuit containing the di-

rect voltage source V0 and the discharged capacitor ( 0 0q  ). This prob-
lem is solved as the inverse task for the considered above MC-circuit 
with the capacitor charged to the value 0 0q V C  without the voltage 
source. 

 

1

1

4102 

 
Fig. 4.7. Graphs ( )q t  for different values of   
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4.4 Ideal ML-circuit with the linear model  
of the memristor  

Ass known the ideal RC- and RL-circuits are described by the same 
(on structure) differential equations: 

,0         
C
q

dt
dqRRC

 
0          iR

dt
diLRL

. 

Taking into account that the time constants are equal to 

,RC RL
LRC
R

    , 

we may write  

,0         



RC

q
dt
dqRC

 
0         




RL

i
dt
diRL

 
with the initial conditions 0q  and 0 .i  

That’s why the transients in such circuits have the identical solutions: 

,exp)( 0 










RC

tqtq
  

.exp)( 0 










RL

titi
 

However for the MC- and ML-circuits such equivalence is not cor-
rect. 

Let’s consider the ideal ML-circuit with the initial current 0i , 
Fig. 4.8. 

i (t)

M

L

 
Fig.4.8. Electric ML circuit with the initial current 
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According to the KVL we may write: 

,0)()]([  titqM
dt
diL

 

or taking into account that ,idt dq and dqdt
i

  we get: 

.0)()(

0
0 







 
 ti

Q
tRqR

dq
diLi

 
If we cancel both part of the equation by ( )i t  then we may write the 

following expression: 

.0)(

0

0 



LQ

tRq
L

R
dq
di

 
The integration of the obtained equation gives: 

,)( 0

0
dq

L
R

dq
LQ

tRqdi 



 

,0

0
 


 dq

L
R

qdq
LQ

Rdi
 

.
2

)( 02

0
Cq

L
R

q
LQ

Rqi 



 

Here the value C is some constant. 
For 0q   the initial value of the current equals 0(0) .i i C   
Thus the solution of the obtained equation may be written in the 

form: 
2

0( ) ,i q Aq Bq i    

where the coefficients are: 

0

0

,      .
2

RRA B
LQ L


    

The solution of the squared equation gives the values of the roots: 
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2
0 0

02 2
0 0

1,2
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2 2
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                                      .
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B B Ai L L LQ

q RA
LQ

R Q R Q RQ Li
R

  
 

 


  




 

Thus we have the values of two roots for 1  : 

,211
2

02
00

00
0

0
2

0000
1











 
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













 i
RQ
RL

R
QR

i
R

LQ
R
QR

R
QR

q
 

.211 02
00

00
2











 



 i

RQ
RL

R
QR

q
 

Then the equation for ( )i q may be represented in the following form: 

).)(()( 21 qqqqqi   
Using the method of expansion we may represent the expression for 

the charge ( )q t  as the sum of the rational fractions: 

,
exp

1exp
2

)(

21

0
0

qtq

t

R
LQ

itq

ML

ML
























 
where the value τML  is the time constant of the ML-circuit defined by 
means of the expression: 

.
21 2

00

0
0 RQ

RLi
R

L
ML





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Let’s find the current flowing in the circuit according to the general 
expression: 

,
exp

1exp
2

)(

21

0
0
















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


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


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
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

qtq

t

dt
d

R
LQ

i
dt
dqti

ML

ML

 

1 2

exp 1
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ML

ML

t
d
dt tq q

  
    
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1 2 1
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t t t tq q q

tq q

          
                           
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1 2 1 1
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  0 0 0
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Thus the current in the ML-circuit is given by the expression: 

0 0
0 2

2
1 2

2

0
0 2

1 2

exp
2 2( )

exp

exp
2                                   .

exp

ML

ML
ML

ML

ML

ML

t
Q L Q Li t i

R R tq q

t
Q Li
R tq q

 
  

    
     

 
            

    

 

The obtained expressions for ( )q t  and ( )i t  are the analytical results 
for the ideal ML-circuit describing by the linear model of drift of carri-
ers in the memristor. 

For small values of t we obtain the following approximation: 

,0211      ,121 02
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In this case the value of the current is defined by the following law: 

2 2
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It is evident that the value ML  defined by the expression 



C H A P T E R  4 ______________________________________________________________________ 

102 

2
00

0
0 21

RQ
RLi

R

L
ML






 

tends to the value 
0

L
R

 for small values t. Let’s expand the function 

exp
ML

t 
  

 into the series and neglect by terms containing 2t . Then we 

get the final expression for the current at small values t: 
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For the great values of t the current damps according to the exponen-
tial law: 
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Since the time constant ML  depends on the polarity of the memristor 

 ( 1) ( 1)ML ML         then the ML-circuit for 1   discharges 
more slowly than its RL-copy. For value 1.    ML-circuit discharges 
faster than RL-circuit, Fig. 4.9. 

The solution of the equation for the current in the ML-circuit under 
the action of the direct voltage U0 is not simple. 

It is necessary to recall that in RL-circuit the current approaches 

asymptotically to the maximum value 0U
R

for RL
Lt
R

   . The diffe-

rential equation 

0
0

( ) ( ) ( ),di Rq tL R i t u t
dt Q

 
   
 
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written according to the KVL shows that this problem is sufficiently 
complex one. 

i2(t)
i(t) 
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Fig. 4.9. The graphs of the transients in the МL-circuit 
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It is explained by the fact that the current i(t) approaches asymptoti-
cally to the maximum value and may accumulate the great charge ac-
cording to the expression: 

0

( ) ( ) ,
t

q t i d    

which passes through the memristor. Hence for any nonzero value of the 
voltage the linear model of the memristor does not correspond to the 
real processes at the great time interval when the value ( )w t  defined 
from the expression 

0
0

( )( ) ,Dq tw t w
Q

    

exceeds the value D (for 1  ) or has the negative value (for 1   ). 
This shortcoming of the linear model shows that fact when the va-

cancies of the oxygen reach any from the two ends of the active region 
then their displacement is suppressed sufficiently strongly by the non-
homogeneous electric field. 

Thus, unlike the ideal RL-circuit the steady-state component of the 
current in the ideal ML-circuit is defined by the resistance R0 and the 
inductance L. 

4.5 MLC-circuits with the nonlinear model  
of the memristor  

The linear model of drift of the charge carriers in the memristor 
which was considered in the previous sections allows to obtain the con-
venient results in the analytical final form. It is easy to show that these 
results lead to the well-known expressions obtained for ,  R RC  and RL  
circuits if we neglect by the memristive effect in the case when 

0.R   
We considered above that the basic shortcoming of the linear model 

is the fact that it does not take into account the boundary effects. The 
virtual boundary between the doped and undoped regions moves in the 
material of the memristor with the speed Dv . This speed is strongly 
suppressed at the ends where 0w   and w D . To eliminate this short-
coming it is necessary to introduce the window function ( )f x  by the 
following way: 
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Let’ assume that the window function is given by the expression: 
2( ) 1 (2 1) ,p

pf x x    

where the value x equals w x
D
  and the value p is the positive integer. 

Then the equation ( ) 0pf x   has the two real roots and 2( 1)p   com-
plex roots. 

Let’s consider the MC-circuit describing by the nonlinear model and 
assume that the capacitor is charged to initial value 0q . If the external 
voltage source is absent then the circuit equation according to the KVL 
may be written as: 
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Then the current flowing in the circuit is defined by the expression: 

.
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1)(
)]([

1)()(

offon R
D
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D
wC

tq
tqMC

tqti





 



 
To solve the equation with the given window function we may use 

the following algorithm:  
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j j

q
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
 

 
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   
  

 

1 ,j j jq q i t     

where the value t  is the discrete step at which we have the stable op-
eration of the algorithm. 
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The graph of the dependency ( )q t obtained with the help of the win-
dow function is shown in Fig. 4.10. It is necessary to note that for the 
value of the parameter 1p   we have the model in which the nonlinear 
drift of carriers passes through total active region of the memristor. For 
the value 10p   we have the model in which drift of carriers is strongly 
suppressed only close to ends (boundaries). 
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Fig. 4.10. The graph of ( )q t  calculated with the use of the window function 

It is evident that the select of the window function allows to get the 
results like the processes in the real samples. 

Before the consideration of the processes in the MLC-circuits with 
the nonlinear drift of charge carriers it is necessary to recall the results 
of the analysis of the transients in the linear RLC-circuit which is de-
scribed by the linear second order differential equation. 

Let’s assume that the initial charge on the capacitor equals 0q  and 
the voltage source is absent. In this case the differential equation de-
scribing the circuit is 

1 ( ) 0.diiR L i t dt
dt C

    

Taking into account that the current in the circuit is dqi
dt

  we may 

rewrite the equation in the following form: 

1 ( ) 0.diiR L i t dt
dt C

    

The characteristic equation is: 

2 1 0.Rp p
L LC

    
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Assuming that 2
0

1,   
2
R
L LC
     we find the roots of the equation: 

2
0

2
2

2
0

2
1       ,  pp , 

so that the solution of the differential equation is written in the form: 

),exp()exp()( 2211 tpAtpAtq   
where the values 1A  and 2A  are the integration constants defined by the 
following way. 

Since the initial value of the current at the time moment 0t   equals 

zero then 0 (0) 0.t
dq i
dt     Taking into account that 0(0)q q  we may 

write the system of equations: 

1 2(0) ,q A A   

0 1 1 2 2 ,t
dq p A p A
dt     

from which it follows that 

.    ,
21

1
02

21

2
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p
qA

pp
p

qA






 

Thus the dependency q(t) is described by the following expression: 
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1 2

1 2

( ) p t p tqq t p e p e
p p
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2 20 sh( ),tq e t     


 

where th 
 


,

0

ωshφ
ω

  as it follows from the triangle, Fig. 4.11. 



0 

  
Fig. 4.11. The relationships between the frequencies in RLC-circuit 

Finally we have: 

0
0( ) sh( ).tq t q e t

   


 

Under the condition 0    or 1
2
R
L LC
  the discharge of the ca-

pacitor will be aperiodic. In this case the inequality 2 LR
C

  = 2 ρ  is 

satisfied.  
The value ρ  is the characteristic resistance of the circuit. Under the 

condition 0    ( 2R   ) the characteristic roots are the complex 
numbers. It means that the discharge of the capacitor will be oscillatory. 
In this case: 

1 2,    ,    ,     sh sin .p j p j j t j t              

and the expression for ( )q t is: 

0
0( ) sin( ).tq t q e t

   


 

Taking into account that RL
L
R

  , 
2
R
L

   or 1
2 RL

 


 we may 

write the final solution: 
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0
0 0

0
0 0

exp sh( ),          
2

( )

exp sin( ),          .
2

RL
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tq t

q t
tq t

  
          

 
  

          

 

The respective graphs of transient of the capacitor discharge are 
shown in Fig. 4.12. 

b 
Case2:  <  0
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Fig. 4.12. The transients of the capacitor discharge 
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The first graph corresponds to the value of the resistance R which is 
great than 0R  defined as 

.1offon0 





 

D
wR

D
wRR

 
The second graph corresponds to the case when 0R R . 
The nonlinear equation describing the MLC-circuit is written in the 

form: 

0)()()]([ 
C
tqtitqM

dt
diL

 
under the condition that 0(0)q q  and the external voltage source is ab-
sent. Such equation may not solve analytically because the memristance 
M depends on the charge q. 

Let’s carry out the numerical solution of the nonlinear equation. In 
this case we have to use the following approximations of the respective 
derivatives: 

,         ,      ,    1
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L
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,11 tiqq jjj    

where the value t  is the step of discretization. 
The solution of the equation is given by the following algorithm: 
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The graph obtained for the parameter р = 40 of the window function 
is shown in Fig. 4.13.  
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Fig. 4.13. The solution of the nonlinear equation with the window function 
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For value 1   the damped oscillatory process of the capacitor dis-
charge occurs in the considered circuit. The capacitor discharges 
through the memristor. The memristance of the memristor determined 
by the expression: 

0
0

)(
Q

tRqRM 


 
decreases from its initial value 0 .R  

For 1    the discharge of the capacitor increases the value of the 
memristance and the process becomes as aperiodical one. It means that 
if we change the plates of the capacitor (with “  ” on “  ”) in the MLC-
circuit then the discharge of the capacitor will be aperiodical and vice 
versa. This property corresponds only to the MLC-circuit and is defined 
by the memristive effect. 

In conclusion we will consider the transients in the MLC-circuit 
which is connected to the sinusoidal voltage source ( ) sinmu t U t   
with the initial value of the charge on the capacitor equaled 0 0q  . 

At first we consider the ideal RLC-circuit, [102]. 
The steady-state component of the transient current is defined by the 

expression: 

),φωsin(
ωsin

0ss  tI
Z

tUi m

 
where  

2
2

0

1
1,     ,     arctg .m

LU CI Z R L
Z C R

           
 

The transient current flowing through the capacitor is: 

0 1 1 2 2( ) sin( ) exp( ) exp( ).i t I t A p t A p t       

As before to determine the constants of integration 1A  and 2A  we 
write the system of equation taking into account initial values of the cur-
rent:  

1 2 0 1 1 2 2 0sin 0, cos ,A A I p A p A I         



C H A P T E R  4 ______________________________________________________________________ 

114 

from which it follows: 

2 1
1 0 2 0

1 2 1 2

cos sin cos sin,       .p pA I A I
p p p p

      
  

 
 

The transient current in the circuit is given by the expression: 
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Many practical applications show that the most interest is the study 
of the oscillatory type transients. In this case, as shown above, we may 
assume that: 

1 2
1 2 2 ,        2 sin ,p t p t tp p j e e je t         

2 1
1 2      2 sin( ),p t p t tp e p e j e t       

where 

.arctg




 

The final expression for the transient current can be written as: 

0 0
0 0 0( ) sin( ) sin( )sin cos sint ti t I t I e t I e t  

        
 

 

The obtained result shows that the transient current contains two 
components in the RLC-circuit under the action of the sinusoidal voltage 
of the frequency  . The first component represents an undamped oscil-
lation with the frequency   of the external source; the second compo-
nent is the damped oscillations with frequency of the natural oscillations 
  of the considered circuit. 
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The amplitude of both the natural and the steady-state oscillations 
depends on the degree of damping  . Besides, the amplitude of oscilla-
tion depends on the frequency ratio   and   (for small losses in the 

circuit, that is 0    we can assume that 0
πω ω ,     ν
2

  ). When 

0  there is the phenomenon of resonance, when the current ampli-
tude reaches a maximum value. 

The graphs of the transient current show in Fig. 4.14 for the cases 
0  and 0 .  

Obviously, when the values of the frequencies   and 0  do not 
coincide the interaction is more complex way. 

When the frequencies are sufficiently close, but the amplitudes are 
almost the same, the addition of the oscillations leads to appearance of 
the oscillations of the frequency equaled 0 , and the so-called  beat-
ing current appears in the circuit: 

0 0 0

0 0
0

( ) sin( ) sin( )

                               2 sin cos .
2 2

i t I t I t

I t t

     

         
   

 

From this expression it follows that the current amplitude changes 

slowly over time according to the law 0sin
2

t , and the oscillation 

frequency is 0

2


  . 

If the losses are very small ( 0  ) in the circuit, the transient current 
has the form which is shown in Fig. 4.14 (lower graph). 

Let’s consider the circuit behavior under the action of the source of 
sinusoidal voltage ( ) sinmu t U t   with zero initial charge on the capa-
citor. 

The numerical solution of the differential equation 

( )[ ( )] ( ) ( )di q tL M q t i t u t
dt C

    
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may be obtained by means of the following algorithm: 
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Fig. 4.14. Transient processes in RLC-circuit 
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The dependencies ( )q t and ( )i t  for ideal MLC-circuit are shown in 
Fig. 4.15 and 4.16 for 1   and different frequencies   and 0 . It is 
seen from graphs the memristive effect is in the transient region only 
and does not depend on the memristor polarity. 

In conclusion, the electrical circuits containing memristors and dis-
cussed in this section supplement the standard ,  ,  RC RL LC  and RLC-
circuits studied in the courses of physics, electrical engineering and 
electronics in accordance with the respective programs. 

 Significant differences of the memristive circuits were indicated, in 
particular, the change in the discharge rate of the capacitor, when chang-
ing the polarity of the plates, and changing the value of the current in a 
circuit when switching the voltage source terminals. 

The idea of the realization of the memristor is relatively simple, but 
its nanosizes yet restrict the possibility to create and experimental study 
real samples of the memristors and memristive devices in the laborato-
ries of educational institutions due to the expensive equipment, using 
advanced nanotechnologies.  

Therefore, in many cases it is possible to simulate the behavior of 
such devices by creating various emulators and the respective software 
taking into account the physical properties of the memristors. 
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Fig. 4.15. Transient process in the MLC -circuit for 0    
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Fig. 4.16. Transient process in the MLC-circuit for 0    
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E F F E C T  O F  T H E  R E S I S T I V E  S W I T C H I N G  
I N  T H E  M E M R I S T O R  

 Processes of the binary resistive switching in the memristor 
 Functional region of the resistive switching 
 Effect of the resistive switching in multi-component  

oxides of transition metals 
 Examples of the resistive switching of the memristor 
 Reading binary data from the memristor 

5.1 Processes of the binary resistive switching 
in the memristor 

The memristor may be used in the digital computer if it provides two 
states 0R  and 1R , where 10 RR  . The state with a high resistance 0R  
can be easily switched to a low resistance state 1R  and vice versa with 
the greatest possible speed and the least possible consumption of the 
energy [24]. 

In the case of a digital computer, requiring only two memory states 
(0 and 1), it is enough to provide two memristor state and where. In this 
state with a high resistance can be easily switched to a low resistance 
state and vice versa, with the greatest possible speed and the least possi-
ble expenditure of energy [24]. Unlike main memory, memristors not 
dissipate any power except that which is necessary in the short time of 
switching, because: 

0
)(

)(      ,0
)(

)( 



dt
tdqti

dt
tdtu  

in both equilibrium states 0R  and 1R . 
At first we will consider the processes occurring in the memristor, 

which is controlled by the charge. 
Let’s assume that the veber-coulomb characteristic )(q  which de-

scribe the memristor controlled by the charge is represented by the three 
segment polyline curve (in general the dependency )(q  is the nonli-
near function), Fig. 5.1. 
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 tg0R

 tg1R



Q

Q



 d ttiq )(

 d ttu )(

0

 
Fig. 5.1. The veber-coulomb characteristic of the memristor 

The given veber-coulomb characteristic may be described by the fol-
lowing equation: 

 0 1 0
1( ) ,
2

q R q R R q Q q Q          

where 1R  represents the slope of the middle segment 1tg R
q

 
    

, 

0R  represents the slope of the external segments, the value Qq   de-
fines the left point of the bend of the characteristic and the value Qq   
defined the right point. 

Obviously, the memristance can be determined in accordance with 
the general expression: 

)],sgn()][sgn([
2
1)()( 010 QqQqRRR

dq
qdqM 


  

where 









.0         ,1
,0            ,1

)sgn(
x
x

x  

The graph of the function )(qM  is shown in Fig. 5.2. As an exam-
ple, we choose values of the parameters 0 6000 R    and 1 2500 R   . 

Let the current source feeding the memristor is 

( ) sin , 2 .m mi t I t I Q     
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Q 10 4
 R 0 6000 R 1 2500

M q( ) R 0
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R 1 R0  signum q Q( ) signum q Q( )( )
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2 10 4 1 10 4 0 1 10 4 2 10 4
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4000

6000

M q( )

M q1( )

q q1  
Fig. 5.2. The dependency of the memristance from the charge 

Then the charge passing through the memristor is equal to: 

).cos1(2)cos1(sinsin)( 0
0

tQt
II

dItq mtm
t

m 





   

The magnitude of charge changes from 0q  (at 0t ) to Qq 4  

(at 



t ), Fig. 5.3b.  

The value of the memristance is constant and equal to 1R  until the 
amount of charge reaches the value Qq  . The value of the memris-
tance changes abruptly to the value 0R . The charge continues to in-
crease ( Qq  ) and the value of the memristance does not change and 
remains the value 0R . 

After that, when the charge reaches the maximum value Q4  (at time 




t  that corresponds to the end of the input current half period in the 

memristor), the process of reducing the charge quantity begins. 
In the next half period the input current of the memristor changes 

sign, respectively, and the voltage across the memristor changes sign as 
well, Fig. 5.3a. The process passes back along the path traversed from 



______________________________________________________________________C H A P T E R  5  

123 

the maximum value Qq 4  with a constant value of the memristance 

0R  to the bend point Q  at the left, where the value of the memristance 
is changed to the value 1R . The magnitude of the charge continues to 
decrease until it returns to the starting point, where 0q  (at the time 





2t ). 

c
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Fig. 5.3. Basic dependencies of the memristor controlled by the charge 
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Since )(tu  and )(ti  have a negative sign in the reverse pass, the cur-
rent-voltage characteristic is odd "pinched" hysteresis loop as shown in 
Fig. 5.3c. 

Note that the loop consists of two inclined branches, corresponding 
to two values of the memristances: 1R  for the lower and 0R  for upper 
branches. 

We note also that the switching occur instantly in both directions. If 
we "rewritten" the voltage-current characteristic obtained in a plane 

iu   in the plane iM  , then we obtain a square hysteresis loop of the 
memristance (rectangular resistance hysteresis loop), as shown in 
Fig. 5.2. 

Consider processes in the memristor, which is controlled by the 
magnetic flux and is characterized by a piecewise-linear dependency 

)(q , Fig. 5.4. 

)(q


 0

, Cq

, Wb102,52,5-
AA

6106 

9 1tg 800 10W      

10

 
Fig. 5.4. Coulomb-weber characteristic of the memristor  

The charge q  is measured in nanocoulomb, and the magnetic flow is 
measured in the weber. By analogy with the considered above case, the 
analytical expression for the symmetric odd function can be written as: 

1
1( ) 2 ,
2

q W A A            

where as the numerical example the values W and A are chosen as 
9 1

1 800 10  W      and A  = 2.5 Wb respectively. 
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It is obvious that the considered device is not controlled by charge 
memristor because its memristance is infinite at all points of the hori-
zontal segment of the piecewise-linear function )(q where the mem-
conductance 0W  is equal to zero. 

Thus, the horizontal segment has the memconductance 00 W  and 
two parallel outer segments of the characteristics have the memconduc-
tance equaled 9 1

1 800 10  W     . 
Let the sinusoidal voltage of the source (for simplicity we assume 

5  ,1  mU V) is applied to the memristor, Fig. 5.5a: 

sin 5sin ,       0
( )

0,                                0.
mU t t t

u t
t

  
 


 

We determine the magnetic flux )(t by the integration )(tu  over 
time (Fig. 5.5b): 

.0   ),cos1(5cos5sin5)( 0
0

  ttdt t
t

 

Substituting this expression into the expression for the charge )(tq , 
we get, Fig. 5.5c: 

9( ) 400 10 10(1 cos ) 5(1 cos ) 2.5 5(1 cos ) 2.5 .q t t t t             

Obviously, the value of the charge 0)( tq  if ( ) 2.5t   and 
9( ) 800 10 [ ( ) 2.5]q t t     when ( ) 2.5t  . The maximum value of 

the charge is reached for t  and equals: 
69

max 106)5,210(10800)(  tq Cl. 

Differentiating with respect to time the expression for the expression 
we find the expression for the current ( ),i t  Fig. 5.5d: 

 6( )( ) 4 10 sin 1 [5(1 cos ) 2.5] [5(1 cos ) 2.5] ,dq ti t t t t
dt

            

where 
1,         0,

( )
0,        0.

z
z

z


  

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Fig. 5.5. Theoretical graphs of the basic dependencies 

To calculate the current )(ti  the unity function )(z  was approx-
imated by the expression: 

,
exp1

1)(










b
z

z  

where the coefficient b defines the slope of the jump of the current from 
1 to 0. 
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Next we define the voltage values that correspond to the two break 
point of the characteristics )(q  when A  2.5 Wb, Fig. 5.4. In this 
case: 

,
3

         
2
1cos         5,2)cos1(5)( 

 ttttu  

from which it follows 5 0,866 4,33
3

u t       
 

V. 

Knowing the expressions for the current )(ti and the voltage )(tu  we 
may construct the memristor current-voltage characteristic in the plane 

ui  , Fig. 5.5e. Note that memconductance in Fig. 5.5e is switched ab-
ruptly from 00 W  (the horizontal segment) at two points correspond-
ing to the voltages of 4.33 V and minus 4.33 V. Switching is instantane-
ous due to the break of the characteristics )(q  at the points 

5,2   Wb, respectively, Fig. 5.4. 
The results of the mathematical modeling are shown in Fig. 5.6. 

5.2 Functional region of the resistive switching 

Existing materials and technologies in the semiconductor industry 
are approaching to their physical limitations and the major scientific 
achievements in this field lead to continuous reduction of the size of 
devices within the nanoscale. The phenomenon of the resistive switch-
ing was the precondition for the creation of an entirely new class of de-
vices with functional properties that are not available in traditional elec-
tronics. In particular, the nanoscale memory cell was designed for com-
puter systems such as ReRAM (Resistive Random Access Memory), 
[65], [67], and [69]. 

Improvement of memory cells having nanosizes is one of the most 
important technological steps in the near future to create a nonvolatile 
random access memory (NVRAM). 

Resistive switching in the structure of metal/oxide/metal having na-
nosizes, have great potential to transform the types of nonvolatile mem-
ory, and may lead to new forms of computing and new structures of the 
computer engineering. To successfully develop new achievements in 
this field we have to understand the interconnected electronic and ionic 
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phenomena that occur in nanoscale devices that are the dynamics of the 
electron-ion, which today explains the behavior of the devices based on 
the memristor. 

t 0 0.01 15 w 1 u t( ) 5 sin w t( )  t( ) 5 1 cos w t( )( )

q t( ) 400 10 9
 10 1 cos w t( )( ) 5 1 cos w t( )( ) 2.5 5 1 cos w t( )( ) 2.5[ ]

i t( ) 4 10 6
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1
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Fig. 5.6. Basic dependencies of the resistive switching 

There are various mechanisms of the resistive switching. The main 
difficulties lie in the fact that the active regions of devices have ex-
tremely small sizes and are the "hidden" under the metal contact. 
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To describe the processes of the resistive switching some physical 
models have been proposed, the main ones are models that describe: 

•  mechanism of oxidation/reduction; 
•  formation of the conductive channels. 
A reversible effect of the change of the conductivity memristor is 

called the resistive switching effect. The main structure with the consi-
dered effect is the structure of metal/dielectric/metal (MDM), which is 
sometimes called the structure of metal/insulator/metal (MIM). 

The effect of the resistive switching of MDM structure is based on 
the change of the dielectric resistance by several orders under the action 
of the electric field generated by the applied voltage in the dielectric, 
Fig. 5.7. 

Metal
(upper electrod)

Metal
(lower electrod)

Active layer
dielectric

(metal oxide)

+

_

u(t)

 
Fig. 5.7. MDM structure of the memristor 

The number of resistive switching from one value to another value of 
the resistance is theoretically unlimited. However, it should be noted 
that the obtaining of the stable element, which is able to stand a large 
number of cyclic switching without changing the stated resistance val-
ues (for example onR and offR ), is a complex task today. 

Uneven distribution of electrons between atoms in the compounds 
is called the oxidation. Element, the electrons of which are displaced 
to atoms of other element, shows a positive oxidation unlike the other 
element which shows a negative oxidation. The number of electrons 
which are offset from one atom of the given element (positive oxida-
tion state), or to one atom of the given element (negative oxidation 
state), is called the degree of oxidation of the element. 
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For example, the degree of oxidation of oxygen, usually equals 

–2. The most important exceptions are peroxide compounds, for 
which it is 1 .For elements with variable oxidation state it is al-
ways possible to calculate the degree of oxidation, knowing the 
formula of the compound and the fact that the sum of the oxidation 
degree of all atoms in the molecule is zero. 

Let’s define as an example the oxidation of the titanium and the 
tantalum in the compounds 2TiO  and 52OTa , assuming that the 
degree of oxidation of the oxygen equals –2: 

2TiO         0)2(2 x       4,x    

52OTa     0)2(52 x     5.x    

All chemical reactions can be divided into two groups. In the 
reactions of the first group the oxidation of all elements included 
in the composition of the reactants, remains unchanged; in the 
reactions of the second group the oxidation of one or more ele-
ments changes. 

The reactions in which the degrees of oxidation of elements 
change, called oxidation / reduction reactions. 

Return of the electrons which is accompanied by an in-
crease of the degree of oxidation is called oxidation. 

Joining of the elements, accompanied by a decrease of the de-
gree of oxidation is called the reduction. 

The substance, which includes acescent element, is called a re-
ducing agent and a substance containing a recovering element is 
called the oxidant. 
As shown by numerous researches, the memristor characteristics are 

determined primarily by the architecture of the layers and the element 
material. In particular, the complex poorly studied the effect of resistive 
switching depends on the material of the metal contacts, which define 
the interface between the metal and the dielectric. 

As already noted, the drift of the oxygen ions (oxygen vacancies) ac-
companies to the reaction of the reduction/oxidation. Oxygen vacancies 
have a high mobility on the depth of oxide and are the "traps" for elec-
trons in which the charge is transferred from one metal electrode to the 
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other. Depending on the concentration of oxygen vacancies and their 
diffusion in the oxide MDM structure can be in the high resistance state 
(HRS) with the designation offR  or the low resistance state (LRS) with 
the designation onR . 

In order to effect of the resistive switching was stable it is necessary 
to control the concentration of oxygen vacancies in the oxide layer. 

As the active layer of the memristor (except for the active layer 
x22 TiOTiO  , which has been used to realize the first memristor) was 

proposed a several of alternative materials that can be easily integrated 
in silicon technology. In particular, the metal oxides such as: 

2 2 x 2 2 x 2 5 2 3 3 x 2 5 2ZrO ZrO , HfO HfO , Ta O TaO , WO WO , Nb O NbO      
and others may be used for the realization of the memristors. Elements 

 ZrHf,  and Ti  are the elements of the fourth group of the periodic table 
and Ta is the element of the fifth group. 

One approach to improving the functional properties of the memris-
tors based on transition metal oxides ( 2TiO , 2HfO , 2ZrO ) is the dop-
ing of the oxides by the trivalent impurity, for example Al . 

As was shown in [94] the addition of the aluminum Al  into the zir-
conium dioxide 2ZrO  reduces the energy of formation of the oxygen 
vacancies is almost doubled. Experimental researches have also shown 
improved performance MDM structures on the base of three-component 
metal oxide, for example xHfAlO  and xTiAlO  in comparison with 
classical structures x22 TiOTiO   and x22 HfOHfO  . 

Switching resistive effect can be observed at the same applied vol-
tage polarity of certain amplitude. In this case the switching is called 
unipolar switching (switch via amplitude). 

Typical unipolar switching cycle is shown in Fig. 5.8 a. If the device 
is in a state HRS (off), then the relatively large voltage onU  must be 
applied to the memristor in order to initiate the increase of the current 
and the switching of the memristor into the state LRS (on). In order to 
switch the device back in the condition HRS, it is necessary to apply the 
voltage of the same polarity, but of smaller magnitude offU . It is neces-
sary to note that both the positive ( onU  and offU ) and the negative val-
ues can be used with unipolar switching. 
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Fig. 5.8. Unipolar (а) and bipolar (b) the memristor switching  

Thus, unipolar effect does not depend on the polarity of the applied 
voltage. This fact shows that in this case the major role belongs to the 
thermal processes that create the so-called conducting channels in the 
middle of the active layer between the metal electrodes. 

The second variant of the resistive switching at the polarity change 
may be used. This variant is called the bipolar switching when certain 
voltage amplitude is applied to the memristor, Fig. 5.8b. In this case, a 
positive voltage offU  is used to switch from the state LRS to state HRS 
and a negative voltage onU  to switch from the state HRS to the state 
LRS. 

Consider the MDM structure of the type 2Pt / TiO / Pt . The process 
of oxidation – reduction in such structure is schematically shown in 
Fig. 5.9. During initial application of the voltage (the so-called process 
of "forming") the dielectric is divided into two layers defined by the 
generation of oxygen vacancies. The positively charged oxygen vacan-
cies drift toward the negatively charged electrode, reducing the layer 

x22 TiO   toTiO   and decreasing it (TiO2) resistance. The oxidation 
process takes place on the positive electrode (anode). 

The boundary between the insulating layer ТіО2 and the conductive 
layer 2 xTiO   (the virtual cathode or the virtual boundary) moves to the 
left until it reaches the anode, which is positively charged. The resis-
tance across the MDM structure is substantially reduced reaching the 
value onR . 

As a rule, the considered process is indicated by the symbol SET 
(switch on). Thus, for the given polarity of the applied voltage MDM 
structure has the state LRS (low resistance state). 
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Fig. 5.9. Process of the oxidation | reduction in the МDМ structure 

The applied voltage of the negative polarity leads to the reverse pro-
cedure: the resistance across the MDM structure is substantially in-
creased reaching the value offR . 

This process is referred to RESET (switch off). As already men-
tioned, such switching is called the bipolar one. 

It should be noted that the states with the intermediate resistance value 
(intermediate resistance state – IRS) may be realized in the memristor. 

The described resistive switching process in oxides of the transition 
metals is called the mechanism of the oxidation / reduction or the va-
lence change mechanism (VCM). 

In the laboratory (HP – Hewlett-Packard) were researched the resis-
tive switching processes in the structure Pt/TiO/Pt 2  with the ratio 

3

on

off 10
R
R

 [86], [94], and [95]. The image of the nanodevices in the 

nodes of the matrix structure obtained by using an atomic force micro-
scope is shown in Fig. 5.10. 

Nanowires were produced by means of the nanoprint lithography 
method from the platinum of 50 nm thick. Between them in the nodes 
the thin film of 50 nm thick, having two layers 2TiO  and the layer of 
the oxygen-depleted oxide x2TiO  is located. When testing the voltage 
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is applied to the two electrodes (the lower electrode is grounded) for all 
measurements. Multiple switches showed a high degree of repeatability 
(see also Fig. 5.15). Memristor switched in the state )on(LRS at a nega-
tive voltage and in the state )off(HRS at a positive voltage (in essence 
the bipolar switch has been realized). Reached switching speed was less 
than 50 ns. 

 
Fig. 5.10. The image of the memristors in the nodes of the matrix structure 

It is known [99] that the dependencies of the resistances of the MDM 
structures in the HRS and LRS states from the area of the metal elec-
trodes are substantially different for the different transition metal oxides. 
For some structures values of these resistances are inversely proportional 
to the area (for example, for the structure on the base 3SrTiO  alloyed by 
the niobium Nb ), and for other structures (for example the structures on 
the base NiO ) almost do not depend on the area of the structure. 

Experiments have shown that in the first case the resistive switching 
occurs across the all area of the structure, and in the second case the 
switching occurs locally through the formation of the so-called filiform 
conducting channels. Local resistive switching mechanism is called the 
filamentary one. 

Both variants of the resistive switches are schematically shown in 
Fig. 5.11. 

The experimental data confirm the possibility of local resistive 
switching, whereby the models of the switching on the base of forma-
tion of the local conductive channels have been developed (Fig. 5.12) in 
addition to the models based on the mechanism of changing the valence 
of the dielectric material over the entire area of the structure. In particu-
lar, the process of the filament formation in the structure Pt/SiO/Ag 2  
is shown in Fig. 5.13. 
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Fig. 5.11. The methods of the resistive switching: a: filamentary switching 

process in which the conductivity of the active region is limited by the thread 
(threads) and the switching occurs within that thread; b: uniform switching 
process (VCM), for which the entire active region located under the metal  

electrode, participates in the process of switching 
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Fig. 5.12. Formation of the filaments in the resistive switching process 
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Fig. 5.13. Formation of the filament in the structure Pt/SiO/Ag 2  

Taking into account the importance of the generation of oxygen va-
cancies for the resistive switching process the respective model of the 
switching was developed that explains the possibility of obtaining a set 
of intermediate resistances (IR-states) of the MDM structure depending 
on the applied voltage to it. This is the main memristive effect,           
Fig. 5.14. 

set
TiN

TiON TiON
TiN TiN TiN TiN

PtPt Pt Pt Pt

IRS HRSLRS"fresh"
structure



 
Fig. 5.14. Formation of the intermediate states of the structure 

The state with the lowest resistance (LRS) is explained by the pres-
ence of conductive filaments with the highest density of the positively 
charged oxygen vacancies. 

To realize the switching processes of the structure in the state with a 
high resistance value it is necessary to take into account important phys-
ical processes of change of the filaments structure, as well as the 
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processes of so-called reverse anodic oxidation of the filament area near 
the interface with the upper Pt electrode. 

Indeed, the increase of the positive potential applied to the electrode 
Pt, activates increasing oxygen vacancies drift from the anode deep into 
the material. As a result, it becomes possible to obtain a set of different 
resistances (IR1, IR2 ....) due to the gradual change of the density of 
oxygen vacancies which act as the dopants in the insulating layer of the 
thickness  , Fig. 5.14. 

Thus, there are two types of resistive switching which are used in 
memristors and the memory elements on their basis (ReRAM). The first 
type is called the interface switching (VCM). The second type is called 
the filamentary switching, in which the oxygen vacancies are aligned 
along the "conductive track", the presence of which is determined by 
their migration. This creates cross-arrays with a very high density, 
which use a programming voltage for the migration of oxygen vacan-
cies. It allows to change the resistance of the bit cell by the nonvolatile 
manner. 

As reported in the scientific journals using filamentary switching al-
lows to reduce programming time (writing) to fractions of nanoseconds, 
and to reduce the operating current to a few hundred nanoamperes. 

5.3 Effect of the resistive switching 
in multicomponent oxides of the transition metals 

The most stable effect of the resistive switching is observed in multi-
component oxides of the transition metals. One of the mechanisms to 
control by the concentration of oxygen vacancies in the memristor man-
ufacturing stage is the doping of the metal oxide with the oxidation level 
+4 by the metal ions with the oxidation level +3 (three valence electrons 
are in the outer electron shell). As mentioned above, the doping of 

2ZrO  by the impurity 3Al allows to decrease the formation of energy 
of oxygen vacancies by 1.7 times [8]. 

The similar method of controlling the concentration of oxygen va-
cancies is possible for the hafnium oxide 2HfO , which is most conve-
nient to introduce in the industry. It is explained by close structural and 
electronic properties of the zirconium and the hafnium oxides (both 
elements are in the group IV). 
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One of the electrodes of the memristor (for example the electrode 
from titanium nitride TiN is effective "reservoir" of the oxygen) is an 
additional source of oxygen vacancies. The combination of both ap-
proaches (the doping of the oxide layer and the use of the electrode from 
the active material with respect to the oxygen) is an effective means of 
controlling the concentration of oxygen vacancies in the oxide layer to 
achieve a stable effect of the resistive switching of the memristor. To 
obtain long-term stability and reliability of the memristor it is necessary 
to provide the spatial limitation of areas where the origin and movement 
of the oxygen vacancies take place. In particular, for this purpose the 
concentration of the impurity of aluminum Al changes throughout the 
depth of the oxide, for example in the memristor based on the thin film 
of the ternary oxide yxx OAlHf 1  with varying content of Al throughout 
the depth of the oxide. 

The layer adjacent to the TiN electrode has the highest Al content 
and, respectively, has the lowest dielectric constant (which increases the 
electric field at the interface) and simultaneously has the greatest num-
ber of the oxygen vacancies. When voltage is applied to the structure a 
conductive channel is formed in the corresponding dielectric layer 

yxx OAlHf 1 . Smooth switching stage corresponds to the process of ex-
pansion of the conductive channel in accordance with the profile of Al 
content in the oxide layer due to the oxygen diffusion to the layer TiN 
and the formation at the boundary TiN / yxx OAlHf 1  of the TiON layer 
of some thickness. This results to partial reduction of oxide 

yxx OAlHf 1 , which is accompanied by the generation and diffusion of 
the oxygen vacancies in the oxide layer. In this case the structure has a 
set of intermediate resistances (IRS). The experimental current-voltage 
characteristics of the memristor with several intermediate states, which 
are determined by the respective voltage levels, are shown in Fig. 5.15. 

As already mentioned, positively charged oxygen vacancies are traps 
for electrons, so the mechanism of the charge transport in the channel 
formed by the oxygen vacancies associated with the tunneling of elec-
trons through the traps. 

Unlike the most metals which are active with respect to oxygen, 
(such as Ti, Zr) the nitride of titanium TiN is capable to absorb and re-
lease the oxygen ions. It was shown experimentally that the TiN elec-



______________________________________________________________________C H A P T E R  5  

139 

trode is effectively oxidized in the process of diffusion of oxygen ions 
from the oxide under the influence of an electric field, so memristors 
with TiN electrode have highly reproducible effect of the resistive 
switching. The platinum electrode (Pt) provides an inert boundary with 
the dielectric. 

 
Fig. 5.15. The experimental current-voltage characteristics of the memristor 

with several intermediate states 

The structure with platinum contacts which were used in the memris-
tor based on the titanium oxide was researched by the worldwide cen-
ters, [99]. The researches have shown that at a relatively high ratio of 
the maximum to the minimum values of the resistance (about 100) the 
samples with platinum contacts are degraded relatively rapidly, that is 
the samples degenerated into the usual resistors with the resistance. onR . 

In conclusion, the following should be noted. 
Recently, considerable attention is paid to the creation of devices-of 

the nonvolatile resistive memory (ReRAM) based on the MDM struc-
tures, including devices using the oxides with high mobility of oxygen 
vacancies as dielectric.  

In these researches, generally the non-stoichiometric single-layer or 
multilayer oxide structures with ionic bonds were used as dielectric. Ex-
periments show that the conductivity in the low resistance state is de-
termined by conducting channels (filaments) that occur during the so-
called forming [86], [87]. 

The concentration of oxygen vacancies in the oxide and the state of 
the interface dielectric / electrode may be the most significant factors 
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controlling the resistive switching in oxides under an applied electric 
field. 

Switching leads to the formation and destruction of the conductive 
channels in the process of the reduction / oxidation (redox) and depends 
on the electrode material. The stages of the formation and destruction of 
the filaments in the process of the resistive switching are shown in 
Fig. 5.16. 

 
Fig.5.16. The stages of the formation and destruction of the filaments 

The resistive switching in the active region consisting of the metal 
and the oxide was proposed in [8], [9]. In this case the oxide is both the 
second electrode and the active region, the change of the resistance of 
which leads to the resistive switching of the entire device. It is proposed 
to use a four-component oxide, which is a conductor instead of the poor-
ly conducting binary structure of the transition metal with the oxygen. 

A composite oxide is a compound of three or more simple oxides 
with similar chemical properties. For these compounds the range of 
physical properties it is considerably broader than for the simple oxides 
from which these compounds are made. 



______________________________________________________________________C H A P T E R  5  

141 

Thus, the problems related to the choice of the most perspective ma-
terials to create the memristors and the non-volatile memory devices 
remain relevant today. The particular interest is the MDM structures in 
which the materials and the technology of the formation of the struc-
tures are compatible with the silicon technology. 

5.4 Examples of the resistive switching of the memristor 

Let’s consider two examples with bipolar and unipolar ways of the 
resistive switching of the memristor taking into account it’s the weber-
coulomb and the coulomb-weber characteristics. 

Let weber-coulomb characteristic of the memristor controlled by the 
charge, has the form shown in Fig. 5.17a. 

 

 

Fig. 5.17. The signals of the bipolar switching of the memristor 

It is obvious that the memristor has two states: a low resistance 
( 1LRS M ) and a high resistance ( 0HRS M ), which are defined as: 

,tg    ,tg 2011 














qdq

dM
qdq

dM  

where 0M  and 1M  are the respective values of the memristance M. 



C H A P T E R  5 ______________________________________________________________________ 

142 

Thus, the value 1M  corresponds to the average segment of the cha-
racteristics )(q  having a smaller slope, and the value 0M  corresponds 
to the extreme segments having greater slope. 

To switch the memristor from the state 1LRS( )M to the state 

0HRS( )M , it is necessary to apply a current pulse of such magnitude 
and duration that the corresponding amount of the charge tiq   ex-
ceeds the value Q, defining the bend point of the characteristics )(q , 
that is Qq  , Fig. 5.17b.  

To switch the memristor back from the state 0HRS( )M  to the state 

1LRS( )M it is necessary to apply the same current pulse of the negative 
polarity. It is obvious that in this case the method of the bipolar resistive 
switching is used. 

The following example illustrates the method of the unipolar resis-
tive switching. In this case we consider the memristor controlled by the 
flux Ф with the characteristic )(q , Fig. 5.18a. 
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Fig.5.18. The signals of the unipolar switching of the memristor 

The characteristic )(q is represented by a seven-segment piece-
wise linear characteristic. Three parallel segment with the greatest slope 
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determine the state LRS with the high conductivity value 1W , while the 
remaining four parallel segments with the lower slope determine the 
state HRS with low conductivity value 0W , which are defined as  

1100 tg     ,tg 








qWqW . 

To switch the memristor from the LRS state to the HRS state (state 
of the low conductivity) it is necessary to apply a relatively low ampli-
tude impulse voltage because a small value of the increment   is re-
quired in order to exceed the value 1A  which determines the bend point 
of the curve )(q , that is 111 Atu  , Fig. 5.18b. To switch back 
the memristor in the state LRS (the state of high conductivity) it is ne-
cessary to apply a voltage pulse of the same duration and the same po-
larity, but of greater amplitude to exceed the value 2A which determines 
the second bend point of the characteristics )(q , Fig. 5.18b. 

To switch the states LRS-HRS-LRS the same switching sequence, 
but of the opposite sign can be used, Fig. 5.18b. 

To prevent the excessive current jump from a small value to a suffi-
ciently large value it is necessary to limit the value of the current to the 
maximum safe level which is called the agreed current level (com-
pliance current level). It is explained by the possible damage of the   
device. 

5.5 Reading binary data from the memristor  

Any electronic device having two electrical terminals (one-port net-
work) is a nonvolatile resistive memory device if it "remembers" one of 
the two resistance values for a long time without consuming any energy, 
and can be switched from the state of the low resistance (LRS) into the 
state with the high resistance (HRS) and vice versa by applying to his 
terminals or a short voltage pulse or a short current pulse. 

The state of the memory in which the binary information is encoded, 
for example, as "0" (high resistance) and "1" (low resistance) can be 
read at any time. It is necessary to make the following note. The infor-
mation reading mode relatively small in magnitude signals memristor 
should be a conventional linear resistor, which is described by Ohm's 
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law. The linear properties of this element imply that both the read signal 
and the response signal of the memristor should be identical in shape. 
This means that the voltage-current characteristic of the memristor in a 
plane iu   must be represented by a straight line passing through the 
origin in process of reading information (in the mode of small signal). 
Its slope must be sufficiently small ( 0 ontg R  ) if the readable resis-
tance is small value ( onR ), or enough large ( off1tg R ) if the readable 
resistance has the maximum value offR , Fig. 5.19. 

u

i
1

0

 
Fig. 5.19. The slope of the characteristic at the reading of the information 

It should be noted that today the widespread adoption of the memris-
tors in nanoelectronics is limited by the following problems [8], [12]. 
One of them is the need to reduce energy consumption of the memory 
cell. The existing method of reading information in the memristor, con-
sidered above, is based on feeding a constant voltage across its termin-
als, which is less than the critical value, initiating a change in its resis-
tance. Then the resistance value of the memristor is determined by pass-
ing through it a direct electric current [74]. This method has significant 
shortcomings: 

• a limited number of reading cycles of the information stored in the 
memristor without rewriting it, 

• increased power consumption in the reading of the information, 
• a small temperature range, in which the resistive random access 

memory can work [74]. 
The first shortcoming is due to the possibility of distortion of infor-

mation stored in the memristor, because that the current flowing through 



______________________________________________________________________C H A P T E R  5  

145 

it (even short-term) changes the dimensions of the spatial region in 
which the oxygen vacancies are concentrated. Then the value of the con-
tact resistance of the metal / oxide change as well (this resistance is an 
informative parameter). 

Increased consumption occurs due to the relatively large value of the 
voltage (approximately one volt or slightly higher), which must be ap-
plied to the memristor to rewrite the information in the traditional me-
thod. Insufficient temperature range is associated with significant tem-
perature dependence of the voltage applied to the memristor to write and 
/ or read the information [8], [12]. 

The change of the temperature, as shown in [8], [12], does not lead 
practically to a change of the critical currents that change the resistive 
state. Therefore, application of the current instead of the voltage de-
creases the sensitivity to the temperature. Then, the current pulse ap-
plied to the memristor allows to determine the stored information by 
means of the measuring of the voltage across the memristor. 

To read the information two pulses of current of the different polari-
ty are used. These pulses have the area smaller than the area of the cur-
rent pulse which is used to preserve it (that is ,Qqti  as was consi-
dered above, Fig. 5.17). 

To read the information the memristor must be connected through 
the address bus to a power source that generates the pulse readi t . 

Then the memristor must be connected through the another address 
bus to another power source connected to another power source, which 
generates a current pulse of opposite polarity supp i t  which is called 

"support pulse". In this case readi t  suppi t . As a result, the distorted 

distribution of oxygen vacancies due to pulse readi t  will be restored. It 
allows significantly to increase the number of the readings of the infor-
mation until it is complete loss [12]. 

It should be noted that to provide high-speed of the resistive memory 
the thickness D  of the oxide active area should be nano-sized and con-
sistent with the other parameters, in particular with the average mobility 
of oxygen vacancies D , with the device resistance in the low-
resistance state onR , with the duration of the write current and its value.  
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In accordance with the expression for the speed of the displacement 
of the virtual boundary separating the conducting and isolated parts of 
the oxide, we may write: 

D
dtRti

dw
D
Rti

E
dt
dw DD

D
onon )(

        
)( 




 , 

from which it follows the general expression for the value of D : 
– for Dw 2,0  

on)(5 tRtiD D  ; 

– for Dw   

on)( tRtiD D  . 

For example, let’s assume the relatively high mobility of oxygen va-

cancies is 
2

8 m10
V sD

 


, the recording current value is 2
wr 10i  A, the 

oxide thickness D equals 10 nm, a resistance of the structure in a state 
LRS equals 100 ohms and Dw  . Then the write pulse duration should 
be less than 

2 16
8

wr 8 2 2
wr on

10 10 10 ns
10 10 10D

Dt
i R




     


. 
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P H Y S I C A L  R E A L I Z A T I O N  O F  T H E  M E M R I S T O R  
O N  T H E  B A S E  O F  T H E  M U L T I L A Y E R  

S T R U C T U R E S   

 Main stages of the physical realization of the memristor 
 Main stages of the manufacture of the memristor 
 Measurement of the memristor characteristics in the laboratorial 

conditions 

6.1 Main stages of the physical realization 
of the memristor 

At the present level of the development of production technology of 
the memristors functional element has a standard lateral dimension of 
100 nm x 100 nm or less. The image of the matrix 

Pt/TiO/TaO/Pt 2 xx   in the atomic force microscope is shown in    
Fig. 6.1. 

 
Fig. 6.1. The image of the matrix of the memristors in the atomic 

force microscope 



C H A P T E R  6 ______________________________________________________________________ 

148 

 
Atomic force microscope (AFM) is a scanning probe micro-

scope of the high resolution. It uses to determine the surface topo-
graphy with a resolution from tens of angstroms up to atomic sizes. 
Unlike a scanning tunneling microscope, AFM can be used for the 
research both of conductive and nonconductive surfaces. The micro-
scope is called the power one because it has not only the ability to 
scan, but also to manipulate atoms. 

The principle of the AFM is based on registration of the power 
interaction between the sample surface and the probe. The nanoscale 
tip (cantilever) is used as the probe, located on the end of the elastic 
console, Fig. 6.2. 

Cantilever

System defining the
zond deviation

Feedback system

Piezoceramic
scan

Zond
Pattern

 

Console

Base

Zond

 
 

Fig. 6.2. Principle of operation of the  atomic force microscope 
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The force acting on the probe from the surface leads to the 
bend of the console. The forces acting between the probe and the 
sample represent, primarily the long-distance Van der Waals 
forces (intermolecular forces, which are based on the electrostatic 
interaction of the dipoles), which at first are the forces of attrac-
tion, and with the further rapprochement these forces are trans-
formed into the repulsive forces, Fig. 6.3. 

 

Contact mode

Force

Distance

Repulsion

Attraction

Semicontact mode

Contactless
mode0

 
 

Fig. 6.3. The graph of the dependency of the Van der Waals force  from 
the distance between the console and the sample surface 

The appearance of heights or hollows under the edge leads to a 
change of the force acting on the probe, and hence to a change in 
the bending of the console. Thus, we may do the conclusion about 
the relief surface by registering the bending. 

Depending on the acting of the force we may consider three 
modes of AFM operation: 

• contact mode; 
• “semi-contact” mode (tapping mode); 
• noncontact mode. 
Atomic force microscope provides a true three-dimensional to-

pography, Fig. 6.4. Besides, non-conductive surface, viewed from 
the AFM does not require a metal coating, which often leads to a 
significant surface deformation. 
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Atomic force microscope is able to provide real atomic resolu-
tion in ultra-high vacuum conditions. The minimum vertical drop 
during scanning is a few microns, and a maximum scan field is 
150 x 150 squared microns. 

To get the AFM images it is required from several minutes to 
several hours. 

 
Fig. 6.4. The image of the surface in AFM 

To increase the operating speed probe it is offered to use the mi-
croscope called video AFM, which provides a satisfactory quality of 
the image of the surfaces with television scanning frequency. Al-
most always, the results of the initial scan are subjected to mathe-
matical processing. Usually it is used the respective software. 

The thickness of the dielectric layers in the functional elements is 
typically 5-20 nm. The manufacture of the array of the memristors and 
the electrical contacts to the memristors, which are used for the research 
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their electrical characteristics, is achieved through several cycles of 
electron-beam lithography and photolithography. 

Electronic lithography is the nanolithography method using 
an electron beam. The sharply focused electron beam deflected by 
a magnetic system draws the desired configuration on the surface 
of the resist which is sensitive to the electron radiation.  

The resist is sprayed on the substrate (the surface). Manage-
ment electron beam is produced by varying the current in the def-
lection magnetic systems, which are controlled by the computer. 

Sections of the resist illuminated by the radiation are polyme-
rized, and acquire the insolubility.  

Further, not illuminated sections are washed by the chosen sol-
vent. Through these windows the vacuum deposition of the respec-
tive material (for example, titanium nitride TiN or metals Pt, Au, 
and others) is produced.  

Polymerized resist is washed with another solvent. After re-
moval of the substrate the mask is finally formed for the use in 
photolithography. 

E-lithography allows, at the current level of the technology de-
velopment, to obtain the structures with a resolution of less than 1 
nm, unattainable for the tough ultraviolet radiation due to a more 
short de Broglie wavelength of the electrons (in accordance with 
the wave character of the electron), in comparison with the light. 

Electronic lithography is the main method of obtaining masks 
for subsequent photolithography.  

The systems that use lasers are an alternative method of creat-
ing masks, but they have a lower resolution.  

One of the main companies supplying the electronic lithogra-
phy system is the company Mapper Lithography (Netherlands). 

A block diagram of one of the modern electronic lithography 
systems is shown in Fig. 6.5. 

The complex consists of an electron-optical column 1, the 
working chamber 2, the computer and a several of electronic com-
ponents.  

The structure of the electron-optical column includes: 
• cathode-ray gun consisting of a cathode 4 and an anode 3; 
• power supply of the cathode-ray gun 5; 
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• control unit of the electron beam intensity 6; 
• adjustable rectangular diaphragm 7 and its control unit 8; 
• electro-optical system 9 and its power block 10; 
• coils of the precise deflection of the electron beam (X) and 

(Y) and the deflection control unit 11; 
• system of the dynamic focusing 12. 
The working chamber 2 includes: 
•precision coordinate table 13 with precise electromechanical 

drive 14; 
• photomask blank 15; 
• laser diode 16 and a high-precision interferometer 17; 
• secondary electrons sensor 18. 

 
Fig. 6. 5. Block diagram of the electronic lithography system 

Electron-optical system 9 projects on the surface of the photo-
mask blank 15, a reduced image of the rectangular diaphragm 7, 
the size of which may vary from 1–5 nm to about 1–5 microns.  

By means of the deflection coils and the block 11 the electron 
beam of the rectangular section can be quickly positioned in any 
point with the given coordinates within the region of 2x2 or 
5x5 mm.  

The coordinate table 13 and the drive 14 allow accurately to 
move the following section of the photomask 15 under the electron 
beam. 
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Photolithography is a method of obtaining a certain pattern on 
the surface of the material, widely used in micro and nanoelec-
tronics. 

It is one of the basic and expensive methods of the planar tech-
nology, used in the manufacture of the respective semiconductor 
devices. 

The process of the photolithography contains the following 
steps.   

The photoresist is sprayed on the treated surface and is exposed 
by the light through the photomask with the given pattern obtained 
on the electronic lithography step, Fig. 6.6. 

Multilayer
structure

Photoresistive
conductive paste

Thinfilm print

Ultraviolet
radiation

Etching

Lamination and
burning

Photomask

Ready draw of the
topology

 
Fig. 6.6. The process of the photolithography 

Next the exposed areas of the photoresist are removed in the 
developer. The pattern obtained on the photoresist is used for such 
processing steps as etching, electrodeposition, vacuum deposition, 
and others.  

After one of these processes, the remainders of the photoresist 
are removed by the special substance. The basic stages of the pho-
tolithography process are shown in Fig. 6.7. 
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4 th stage: etching

1st stage: deposition of the
photoresist layer

2nd stage:exposition

3 thstage: development and
annealing

5 th stage: ablation of the
photoresist

a  
Oxide
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Metalic
conductive

layerResistive
layer

Substrate

radiation

b  
Fig. 6.7. The basic stages of the photolithography process (а)  

and their realization (b) 
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The principal difference of the photolithography from other 
types of the lithography is that the exposure is made by the visible 
or the ultraviolet light, whereas in other types of lithography the 
stream of ions, the electron stream, X-rays and other are used for 
this purposes. 

The memristor represents the MDM structure and may be manufac-
tured on a silicon substrate. As an example, we will consider the struc-
ture with the three-component oxide, Fig. 6.8. 

U p per electrode

T hreecomp ound
o xideоксид
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Fig. 6.8. MDM structure of the memristor 

As already noted, for the first time the effect of the memristance has 
been experimentally demonstrated in 2008 for the structure of the type 

PtTiO/TiO/Pt 22 x . It is shown that the memristive effect occurs in the 
MDM nanostructures by means of the movement of charges in the ultra-
fine dielectric layer upon application of an electric field, particularly at 
movement of the oxygen vacancies in the layer of the titanium dioxide. 

In recent years it has been proposed a set of alternative materials for 
the use as the active layer of the memristor in order to integrate in sili-
con technology. 

One approach to improving the functional properties of the memris-
tors based on the transition metal oxides (in particular 

222 ZrO,HfO,TiO ) is the doping of the oxides by the trivalent impurity, 
such as Al. 

In the traditional system of layers x22 TiO/TiO  the distribution of 
the charge carriers (oxygen vacancies) in the film thickness is random. 
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Therefore it is necessary to create the controlled profile of the distri-
bution of impurities in the volume of the active layer to effectively con-
trol by the charge carriers in the memristor. 

In particular, the widely used technique of the ion implantation of the 
elements having a large number of the valence electrons in the volume 
of the active layer is not optimal for the formation of a homogeneous 
distribution of the impurities.  

It means that this method does not improve the stability of the me-
mristor characteristics thereof its active layer almost always has a small 
thickness of 5–20 nm.  

Consequently, a resistive switch (for example, in the memory ele-
ments) in most cases will be unstable: the switching parameters, such as 
the value of the current in the high-resistance and low-resistance states, 
the threshold voltage of transitions from one state to another state may 
vary from cycle to cycle. 

In addition, there is heterogeneity of the electric field distribution in 
the active layer and accordingly, a low stability and repeatability of the 
memristor characteristics, the total number of switchings is small. Then, 
as a rule, there is a degradation of the structure, after that it irreversible 
passes to the low-impedance state. 

Ion implantation is the way of the inclusion of the impurity 
atoms into the surface layer of the plate or the film by means of 
bombardment of its surface by the ion beam with high energy    
(10–2000 keV).  

This method is used as the way of metal doping to modify 
their properties. 

Ion implantation is widely used to manufacture the semicon-
ductor devices by means of the planar technology. 

The technology of implantation is applied to form in the surface 
layer of the semiconductor the regions containing donor or acceptor 
impurities to create np   transitions and the low-resistance con-
tacts. 

Ion implanting technology allows to introduce a given amount 
of almost any chemical element into a needed depth, and thus to 
alloy the one substance by other in proportions which can not be 
achieved even when the high temperatures are used.  

Ion implantation leads to a significant change of the surface 
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properties throughout the depth, Fig. 6.9. 
A block diagram of an ion implantation is shown in Fig. 6.10. 

 
Fig. 6.9. The ion implantation process 

 
Fig. 6.10. A block diagram of an ion implantation 

The considered plant includes: 
• ion source 1; 
• mass-spectrometer 2 and the diaphragm 3; 
• high voltage source 4, accelerating tube 5, the lens 6 and the 

power source 7; 
• system of the beam deflection on vertical line 8 and horizon-
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tal line 9; 
• target for absorption of the neutral particles 10; 
• substrate 11 and the electrometer 12.  
Magnetic mass spectrometer is used to separate unwanted ions 

from alloying ions, the electrometer is required for measuring the 
flow of implanted ions. 

To eliminate these shortcomings the different variants for realization 
of the memristor active layer are offered, one of which is to provide a 
spatial limitation of areas where the origin and movement of oxygen 
vacancies exist, which will lead to long-term stability and reliability of 
the memristor. 

The structural separation into two areas is realized in the active layer: 
the region containing a large concentration of oxygen vacancies which 
is the source and the accumulator of these vacancies, and the region in 
which the increase of the vacancy concentration due to their drift from 
the first region leads to the condensation of these vacancies. 

A layer accumulating the vacancies should have a high solubility of 
the vacancies and a high equilibrium their concentration. The layer 
where condensation of the vacancies occurs should have a low solubility. 

Thus, the active layer having the property of the resistive switching 
is a two-layer structure of an oxide, arranged between two electrically 
conductive layers. 

The materials for the conductive layers must have a high output work 
(work function).  

The work function. The electrons of conduction in the metal 
are in a chaotic thermal motion. Most fast-moving electrons, 
which have a sufficiently high kinetic energy, can escape from the 
metal into the medium. In this case they do work against the force 
of gravity from the excess positive charge, which occurs in the 
metal as a result of their emission, and against the forces of repul-
sion from the part of the previously emitted electrons, which form 
near the surface of the conductor the electronic "cloud". Between 
the electronic gas in the metal and the electronic "cloud" the dy-
namic equilibrium is set. 

The work, which is necessary to make to remove the electron 
from the metal in a vacuum, is called the work function. The work 



______________________________________________________________________C H A P T E R  6  

159 

is always done by decreasing their kinetic energy. Therefore it is 
evident that the slow-moving electrons can not escape from the 
metal. 

The work function depends on the chemical nature of the metal 
and the state of its surface (pollution changes its value). For pure 
metals, the work function ranges from a few electronvolts. 

Deficiency of electrons in a metal conductor and their excess in 
the environment that is formed as a result of the emission of the 
electrons from the metal, are shown only in a very thin layer on 
both sides of the conductor surface. The thickness of this layer is 
equal to a few interatomic distances in the metal. 

As a first approximation we can assume that the metal surface 
is a double electric layer like very thin capacitor. The potential 
difference   between the plates of such capacitor depends on the 
work function A of the electron from the metal: 

,A
e

   

where e is the absolute value of the electron charge. 
Electron emitted outside the metal, has to overcome the delay 

of its electric field of the double layer which delays its movement. 
This field is characterized by the potential difference   which is 
called the contact potential difference between the metal and the 
environment. 

The electric field does not exist outside of the double layer, and 
the potential of the environment is equal to zero. Consequently, 
the potential within the metal is a positive and equals  . The 
potential energy of the conduction electrons is negative and equals 
e A    . In other words, we can assume that the entire volume 

of the metal represents the "potential well" for conduction elec-
trons, the "depth" of which is equal to the output work A. 

As a rule, one of the noble metal (Pt, Au, Pd) is used as a material 
with a high work function. However, the use of these metals in silicon 
chip manufacturing technology is extremely undesirable. The most 
commonly the titanium nitrate TiN (or tungsten nitride WN) is used for 
the manufacture of electrodes. Besides, as was noted above, the elec-
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trode of titanium nitride is an effective oxygen tank, that is an additional 
source of the oxygen vacancies. 

The combination of both approaches: the doping of the oxide layer 
and the use of the electrode from the material which is active with re-
spect to the oxygen must be an effective means of controlling the con-
centration of oxygen vacancies in the oxide layer. In this case a stable 
effect of the resistive switching of the memristor may be achieved. 

To increase the effective work function of the electrode made from 
TiN it is sufficient to place the ultrathin layer of the conductive ruthe-
nium oxide RuO of 1–2 nm thickness on the interface between  
TiN/HfO2. It was shown by many experiments. 

The general structure of the memristor is shown in Fig. 6.11. 
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Fig. 6.11. The general structure of the memristor 

6.2. Main stages of the manufacture of the memristor 

To get acquaintance with the basic principles of the physical realiza-
tion of the memristor, some elements of nanotechnology we will con-
sider below the main stages of its creation. 

 Manufacturing of the lower electrode. To form the lower elec-
trode as the metallic TiN layer the method of magnetron sputtering of 
the target (for example, the plant BOC Edwards AUTO 500) can be ap-
plied. 
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Vacuum deposition (physical vapor deposition – PVD) is 
represented by the group of the covering deposition techniques 
(thin films) in the vacuum. The covering is obtained by the direct 
condensation of the vapor of the deposited material. There are 
several groups of sputtering methods, in particular, a magnetron 
sputtering method which belongs to the group of the ion sputtering 

Vacuum deposition is used to create the functional covering in 
the form of a thin layer of some metal or compound on a some 
surface. It is one of the fundamental processes of micro and nanoe-
lectronics, which is used for creation of the conductive layers (me-
tallization). Vacuum deposition can be used to obtain the optical 
coverings such as reflective and filtering. 

Materials for sputtering are the targets made of the different 
materials, metals (titanium, aluminum, tungsten, molybdenum, 
iron, nickel, copper and others). Besides, the alloys and com-
pounds (SiO2, TiO2 and Al2O3) may be used. A reactive gas (for 
example, nitrogen or oxygen) can be added in the technological 
process. The coverings with a thickness from a few angstroms to a 
few microns may be obtained with the help of a vacuum deposi-
tion method as well. As a rule, after the covering the surface does 
not require additional processing. Magnetron sputtering process is 
shown schematically in Fig. 6.12. 
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Fig. 6.12. Magnetron sputtering process 
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The plant BOC Edwards AUTO 500 is widely used for the va-
cuum deposition. It has a high-frequency magnetron, DC magne-
tron and sputtering electron beam system. 

Materials of the targets for the magnetron sputtering (target di-
ameter equals 100 mm) are: Al, Ti, Cu, W, SiO2, Cr, Zr, V, Nb, 
Ta. 

The working gases for the magnetron sputtering are: Ar, N, O2 
and their mixtures. 

The use of oxygen and nitrogen allows to deposit the chemical 
compounds of metals such as titanium nitride (TiN) or tantalum 
oxide (TaOx). 

The block diagram and the general photo of the plant for the 
magnetron deposition are shown in Figs 6.13 and 6.14. 
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Fig. 6.13. Block diagram of the magnetron deposition plant  

Control of the film thickness in magnetron sputtering is carried 
out by measuring the material deposition time. 

The metallic layer is usually applied over the entire area of the 
silicon substrate 2SiOSi  . Directly before sputtering the silicon 
substrate is processed (for at least 30 seconds in a 1% aqueous 
solution of hydrofluoric acid HF) to eliminate a natural silicon 
oxide SiO2 from the Si wafer. The thickness of the lower electrode 
is 50–100 nm. 
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Fig. 6.14. General photos of the plants 
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• Manufacturing the dielectric layer. The active layer deposits on 
the substrate with the formed lower electrode. This layer consists of the 
two sublayers: Hf Al 0,4Ox of the thickness 4–5 nm, and HfO2 of 3–4 nm 
thick.  

The film may be grown by atomic layer deposition technique (ALD) 
at a temperature of 240o C, for example, in a reactor Sunale R-150 Pico-
sun OY. 

The plants for atomic layer deposition (ALD) are designed to 
produce the free of defects thin films based on nitrides, metal 
oxides, pure metals. 

The equipment allows alternate the layers of the metal and the 
non-metal to form a sandwich structure and can be used in the re-
spective nanotechnologies. 

Atomic layer deposition method is used due to its unique abili-
ty to obtain homogeneous thin films (a few nm) of a given thick-
ness and to control their composition. With the help of ALD the 
functional layer of the dielectric is formed in the MDM (MIM) 
structure. 

Besides ALD is used in particular in the manufacture of elec-
trodes on the base of titanium nitride TiN, tantalum nitride Ta3N5, 
on the base of the platinum Pt, iridium Ir, ruthenium Ru, and for 
the manufacture of the active layer by sputtering titanium dioxide 
TiO2, zirconium dioxide ZrO2 and hafnium dioxide HfO2. 

In addition, the ALD also is used during the deposition of the 
mixed oxides HfAlxOy, TixZryHfzO2, ZrTiO3 for deposition of the 
precision multi-layer structures. 

The general principle of the formation of the thin films using 
atomic layer deposition is shown in Fig. 6.15. 

One of the main ALD systems is the plant of the company 
Picosun of the type Sunale R-150, Fig. 6.16. 
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Fig. 6.15. Formation of the thin films by the ALD 

 
Fig. 6.16. Photo of the ALD plant 
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To form the functional layer of the dielectric in the MDM (MIM) 
structure the atomic-layer deposition method is used because it has unique 
ability to obtain the homogeneous thin films of a given thickness (a few 
nanometers) and to control their composition. As already noted, the oxy-
gen vacancies play a key role in the effect of the resistive switching. 

In order to the active layer does not cover the contact areas of the 
lower electrodes their surface is covered by the so-called electronic res-
ist, which is removed after forming the active layer. It should be noted 
that in order to obtain a variable concentration of Al through the film 
depth, the atomic layer deposition, usually is carried out within a few 
cycles according to the special recipe. 

• Production of the upper electrode. The layer of the ruthenium 
oxide of 2 nm thickness is sprayed on the surface of already formed the 
active layer through a shadow mask by the pulsed laser deposition. 

Deposition of ruthenium oxide layer is carried out by the laser abla-
tion from the metallic target of Ru in an oxygen atmosphere. 

Pulsed laser deposition (PLD) is getting of the films and cover-
ings by the condensation on the surface of the material of the reac-
tion products in a vacuum of the pulsed laser radiation with the 
target material (at ablation). Laser ablation is the method of remov-
al of substance from the surface of the material (for example, the 
target material) be the laser pulse. 

Recently, several techniques of the deposition of thin films have 
evolved in parallel. Each of them has found its proper application. 
The method of PLD gets especially rapid development due to the 
ability to control by the parameters of the process by the simple 
means. 

In comparison with continuous methods of deposition of the thin 
films the PLD method has the ability to modify the energy spectrum 
of the deposited particles in a wide range and, therefore, is one of 
the most promising tools of modern nanotechnologies to improve 
the devices of the quantum electronics. 

Implementation of laser ablation in a deep vacuum leads to the 
formation of a narrow plume of products in which are a high pro-
portion of charged particles. Scheme of implementation of the laser 
ablation is shown in Fig. 6.17. 



______________________________________________________________________C H A P T E R  6  

167 

Pulsed laser deposition is getting of the films and coverings 
by the condensation on the surface of the material of the reaction 
products in a vacuum of the pulsed laser radiation with the target 
material (at ablation). Laser ablation is the method of removal of 
substance from the surface of the material (for example, the target 
material) be the laser pulse. 

Recently, several techniques of the deposition of thin films 
have evolved in parallel. Each of them has found its proper appli-
cation. The method of PLD gets especially rapid development due 
to the ability to control by the parameters of the process by the 
simple means. 

In comparison with continuous methods of deposition of the 
thin films the PLD method has the ability to modify the energy 
spectrum of the deposited particles in a wide range and, therefore, 
is one of the most promising tools of modern nanotechnologies to 
improve the devices of the quantum electronics, optoelectronics 
and spintronics in computing. 

Implementation of laser ablation in a deep vacuum leads to the 
formation of a narrow plume of products in which are a high 
proportion of charged particles. Scheme of implementation of the 
laser ablation is shown in Fig. 6.17. 
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Fig. 6.17. Laser ablation of the target material 
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TiN layer of 50 nm thickness is sprayed by magnetron sputtering me-
thod, using the same shadow mask as in the pulsed laser deposition. 

It should be noted that to measure the characteristics of the memris-
tor in the laboratorial conditions the Al additional layer thickness of 
about 100 nm is deposited for subsequent better contact of the needle of 
the probe station with the upper electrode. This is due to the fact that the 
structures obtained by magnetron sputtering method through a shadow 
mask have degraded edges with a gradient of film thickness and is 
slightly distinguished in the microscope. Therefore, the Al sublayer 
plays a supporting role. 

6.3. Measurement of the memristor characteristics 
in the laboratory  

In general, for laboratory researches the array of the memristors is 
made with lateral dimensions 100–1000 μ, but the thickness of the func-
tional dielectric layer (active layer) must correspond to modern interna-
tional practice (5–15 nm). The sample of the memristors usually is man-
ufactured on a silicon substrate. 

The required amount of the upper electrodes with different sizes in 
diameter is sprayed on the one sample. 

To measure the required characteristics of the memristors measuring 
device is connected in pairs between the lower and upper electrodes (for 
example, the device Agilent E4980 A, containing the power source and 
ammeter). Measurement of the current-voltage characteristics in the 
range from minus 2.5 V to 2.5 V and switching memristors from a high-
resistance state to a low-resistance state, and vice versa is carried out by 
means of the standard control program of the plant. 

As a result of the measurement the values of resistances of the low-
resistance onR  and high-resistance offR  states of the memristors are de-
fined over N cycles of switching from one state to another state and 
back. Similarly the threshold voltage of switching is averaged.  

The probe station can be used in the laboratory conditions to obtain 
the characteristics of a memristor. In this case, the corresponding probes 
of the station are set over respective contacts by means of the micro-
screws. Adjustment of these probes is carried out by means of the opti-
cal microscope, Fig. 6.18. 
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The measurement process of the volt-ampere characteristics of com-
plete cycle of the memristor resistive switching usually contains the fol-
lowing steps. 
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Fig. 6.18. Position of the probes with respect to the sample 
 

• Forming memristor. Generally, the "fresh" MDM structures do 
not show the resistance switching effect. To effect was shown the struc-
tures must be formed (so-called "forming" process). In this case, it is 
necessary to apply the respective voltage formV  which will form a con-
ductive filament from the oxygen vacancies or the metal ions. Then the 
whole system goes into the state with low resistance onR  (switch on), 
[97].  

To switch the system into the state with high impedance offR , it is 
necessary to apply the voltage of the respective value of the reverse po-
larity (switch off voltage). In this case the conductive filament is bro-
ken. Next, to return the system into the state with low resistance, it is 
necessary to apply the switch on voltage ( onU ), which is less than the 
forming voltage [97]. 
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The process begins with the measurement of current-voltage charac-
teristics in the range from 0 to 1 V, and then in the opposite direction 
from 1 V to 0. If the characteristic does not show the hysteresis, then it 
is necessary to increase the range, for example, on 0.2 V (0 – 1,2 V   
1.2 V – 0). The process of gradually increasing the voltage continues 
until the occurrence of the forming process. In this case the value formU  
is determined. 

• Measurement of the CVC of the RESET process. In this case, 
the current-voltage characteristic is measured in the range from 0 to        
minus 1 V and from minus 1 V to 0. If the CVC does not show the hys-
teresis, it is necessary to increase the range on 0.2 V in the negative vol-
tage region. The process of gradually increasing the voltage continues 
until the RESET voltage characteristic will not come to the stable 
branch. In this case the resistance reaches the value offR  (HRS), 
Fig. 6.19 and the value offU  (URESET) is determined.  
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Fig. 6.19. Measurement of the CVC of the RESET and SET processes  

• Measurement of the CVC of the SET process. The current-
voltage characteristic is measured in the range from 0 to formU  and from 

formU  to 0. The degree of deviation the form of the CVC of the SET 
process from the CVC of forming process is set and the value 

onU (USET) is determined. 
• Calculation of the resistance values in the states of HRS and 

LRS. In this case the values of the respective currents are determined 
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for a certain value of the voltage, called the read voltage of the informa-
tion ( read 0.5VU  ) and the values offR  and onR are calculated. 

• Calculation of the intermediate resistance values in the IRS 
states. At first the current-voltage characteristic (CVC) is measured in 
the ranges of 0–1 V and 1 V–0 of the positive CVC branch. Then the 
measurements of the CVC with increasing values of the "scanning" vol-
tage on 0.1 V with each new cycle are repeated, Fig. 6.20. Next the re-
sistance values RIRS are calculated for each cycle and their number at the 
read voltage readU . 

Similar measurements and calculations are carried out for the nega-
tive branch of the CVC. 

 
Fig. 6.20. Current-voltage characteristics of the intermediate states 

of the memristor 
 

• Determination of the mechanism of the memristor resistive 
switching. In this case the current-voltage characteristics of the com-
plete cycle of switching for the memristors with the different diameters 
of the upper electrodes (with the different areas) are measured. The de-
pendencies offR  and onR  from the electrode area are constructed and is 
defined the resistive switching mechanism: the filamentary mechanism 
(resistive switchings occur locally through the formation of filamentary 
conductive channels) or mechanism of the valence change (resistive 
switchings occur throughout the structure area). 
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N O N V O L A T I L E  M E M O R Y  D E V I C E S  

 Memory structure of the modern computers 
 Resistive random access memory (ReRAM) 
 Magnetoresistive random access memory (MRAM) 
 Phase state change random access memory (PCRAM) 
 Ferroelectric random access memory (FeRAM & FeTRAM) 
 Nonvolatile random access memory of the CeRAM type 
 Magnetic track random access memory MRM (DWM) 
 Nonvolatile random access memory (NRAM) 
 MRAM memory with the use of the spin-transport remagnetization 
 Compare and prospects 

7.1 Memory structure of the modern computers 

Now in the field of micro and nanoelectronics there are several prob-
lems associated with the need to increase the degree of integration of 
chips including the memory devices. It is explained by the need to 
create a new generation of the memory devices, such as nonvolatile 
memory devices. 

Nonvolatile memory must replace the widely used memory devices, 
the so-called flash memory, the basic element of which is the field effect 
transistor (FET): metal-insulator-semiconductor (MIS) with a floating 
gate. 

The development of the nonvolatile, small size and the fast memory 
requires the new memory concepts. Now existing types of the memory, 
such as the resistive RAM (ReRAM), with its subclass of the phase 
RAM (Phase Change RAM - PCRAM), magnetic RAM (Magnetoresis-
tive RAM–MRAM), ferroelectric RAM (FeRAM), the resistive type of 
the CeRAM (Correlated electron RAM) are well known examples of the 
emerging concepts of the nonvolatile memory. Each of them has their 
own strengths and weaknesses. 

A field effect transistor with the floating gate is different 
from the conventional FET by presence of "floating gate" which 
represents the conducting region over a channel isolated from oth-
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er parts of the structure and which can store the electrical charge, 
Fig. 7.1.  

Control
gate

Floating
gateOxide layer

Source Sink

n n

p
 

Fig. 7.1. The scheme of the field effect transistor with the floating gate 

Changing the charge on the floating gate leads to the shift of 
the current-voltage characteristic of the transistor. It is used to en-
code logic states 0 and 1. To transfer the electrons from the sub-
strate to the floating gate the phenomenon of avalanche break-
down of the transition source (sink) - substrate (avalanche charge 
injection).In general, the change of the electric charge of the inter-
nal gate insulated by the dielectric layers is made purely electrical-
ly. Changing the charge of the floating gate is due to the tunneling 
of the electrons and the reversible avalanche breakdown of the 
superfine (a few nm) dielectric layers, due to the high electric field 
in the dielectric (recall that the electric field intensity is defined as 

d
UE   where d is the thickness of the dielectric layer). Since the 

charge of the floating gate, isolated from all electrical circuits is 
retained (if not very strong electric fields act in the dielectric lay-
ers) then the chips built on these structures retain the information 
without power supply. 

One of the most perspective approaches to create the nonvolatile 
memory devices, which considerably exceed the flash memory characte-
ristics, is the use of the resistive switching effect in the thin films, in 
particular in the oxide films. 
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Such the integrated chips of the random access memory (ReRAM on 
the base of the memristors) are simpler in the technology and inexpen-
sive to manufacture. The advantage of the ReRAM is also the fast 
switching (nanoseconds) and low energy of switching (pJ), which is two 
orders less than in the flash memory elements. It must lead to the in-
crease of recording density. 

7.2 Resistive random access memory (ReRAM) 

As already mentioned, the recording and the information storage sys-
tems (memory devices) are very important components of the modern 
nanoelectronics.  

Traditional memory based on classical principles (static and dynamic 
random access memory), in its development tends to the limit above all 
because of problems with its further scaling. In the research of new 
types of the memory the concept of the universal memory has been pro-
posed which may replace all existing today forms of memory.  

This memory must have such important characteristics: nonvolatile 
properties, recording and rewriting speed (~ ns), the period of the data 
storage is greater than 10 years, low power consumption (about 10 pJ), 
scalability and the ability of the 3D integration, Fig. 7.2. 
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Fig.7.2. Forming 3D structure of the ReRAM memory 

Now, the memory based on the resistive switching is one of the most 
perspective among the new types of memory based on new physical 
principles. 
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The basic elements of the ReRAM are the memristors the resistive 
switchings of which are used to store the information. It can be said that 
the memristor is a resistor, which stores the acting applied to it in the 
past, and therefore it allows to store information in itself. 

Thus, the fundamental difference between the memory based on the 
memristors from the most types of the modern semiconductor memory 
is the fact that it is not afraid of the charge leakage, which must be com-
bated in the transition to the chips of nanometer scale. It means that such 
memory is completely nonvolatile, [1], [8], [18], and [74]. 

Universal memristor memory can replace the two lower pyramid 
memory elements (DRAM, Flash, and HDD) and is able to eliminate the 
difference between the memory RAM and the external drives, so that 
the hard drives is not needed, because all the information is stored di-
rectly in the memory of the computer. 

As noted above, the effect of the resistive switching in the MDM 
(MIM) structures is the reversible change in electrical conductivity of 
the dielectric layer under the action of the applied to the electrodes the 
electrical potential difference which is greater than a certain threshold 
value. 

The dielectric layer may be formed from a single layer of a simple or 
a complex oxide or of several sublayers of simple or complex oxides or 
other dielectric materials. 

The base of the resistive switching processes are the reduction / oxi-
dation processes (redox processes), which can be described as the mi-
gration of the oxygen ions (oxygen vacancies) in the presence of the 
electric field. 

Since the oxygen vacancies act as the donors within the oxide, the 
change of their local concentration leads to a significant change of the 
conductivity of the active layer. This is the basis of the effect of the full 
resistive switching. In other words, when the relatively high voltage is 
applied to the crystal then the bonds that hold the oxygen atoms, begins 
to destroy. 

Oxygen retains the "hole" and the free electrons after itself which are 
able to become by the charge carriers. The "holes" tend to form the con-
ductive channels in the crystal. The reverse voltage returns the oxygen, 
again turning the material into the dielectric. Such transitions create the 
stable memory states, which vary only under the action of relatively 
high voltage values of a certain polarity. 
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As a rule, two variants of the switching process are considered.  
The first of them is that the dielectric which normally has a very high 

resistance value can form inside the conductive channels of the low re-
sistance and change from the dielectric into the conductor after the vol-
tage application of the respective value.  

These conductive channels can be produced by the different mechan-
isms. The conductive channels may be either destroyed (and the materi-
al becomes an insulator again) and formed (and the material becomes a 
conductor again) if the respective levels of the voltage are applied to the 
memristor. Such processes are the reversible and are called the filamen-
tary processes [38], [93]. 

The essence of the second variant is that the effects of switching are 
formed by the homogeneous zones of the dielectric that is the resistive 
switching processes act in all dielectric area. 

There are three main problems in creating resistive nonvolatile 
memory devices [30], [58], and [99]: 

• the problem of improving the stability of the parameters of the 
memory cells; 

• the problem of increasing the resistance ratio in the high-
resistance and the low-resistance states of the resistive memory 
element; 

• the problem of improving the reliability of controlling the opera-
tion of forming the memristor (cell). 

To design the memory chip the respective cells can be connected to 
the data lines in the crystal by the three ways: directly, through the dio-
des and through the transistors, forming the so-called crossbar, [46] and 
[96]. 

The memory cells form the classic matrix with rows and columns 
(and layers for multi-layer memory). The control by each individual cell 
is carried out with the help of applying the voltage to a certain column, 
and a certain line, the point of intersection of which is the respective cell. 

 
Crossbar is a matrix, the rows which are formed by the con-

ductors connected to the inputs, and columns are connected to the 
outputs, so that at the intersection of lines and columns of the ma-
trix are switches that can either close the connection the row to the 
column, or, on the contrary, disconnect it, Fig. 7.3. 
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Fig. 7.3. Structure of the matrix of the crossbar type 

To control by the switches, located at the intersection of rows 
and columns of the switching matrix, crossbar must have the con-
troller, which controls by the state of switches 

Crossbar ln  connects the n input and l output terminal nodes 
(for example, processors), and so that the exchange of information 
at the same time can exist ),min( ln  of pairs of terminal nodes, so 
that conflicts do not arise in this case. The new connection may be 
set at any time, under the condition that the input and the output 
ports are available (free). 

The main advantage of the topology is that the device provides 
the less delay in the transmission of the signals, in comparison with 
other topologies, since any path contains only one switch. 

The switching mechanism (selector of the rows, the columns, and the 
layers) may be multi-dimensional and multi-channel, and operate with 
several layers simultaneously and independently. 

The functional multilayer structures of the ReRAM memory cells on 
the different oxides are shown in Fig. 7.4, [63]. 

As an example, let’s consider the main characteristics of the de-
veloped version of the nonvolatile ReRAM memory of the company 
Crossbar. According to the developers, the memory can store up to 1 TB 
of data in the chip of 200 mm2 area, and provides access to the data 
20 times faster than the best examples of the modern NAND flash 
memory. At the same time the chip has the size smaller by half, ex-
tremely high rate of the information storage density and high read-write 
speed, which is about 140 MB/s. The new memory chips have low pow-
er consumption. 
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Fig. 7.4. Multilayer structures of the ReRAM memory cells 

The main peculiarity of the memory cell is its special structure, 
which provides ultra low leakage currents. 

The multilayer stack contains the metal platinum electrode on top of 
the insulating silicon dioxide layer 2SiO , which in turn is located on the 
standard silicon wafer. The metal electrode is covered by very pure tan-
talum with the nano-porous layer of tantalum oxide 52OTa . 

Ten atomic layers of the graphene (the so-called multi-layer gra-
phene MLG) are sprayed on the top of the tantalum oxide. The stack has 
another (upper) platinum electrode, Fig. 7.5. 
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Fig. 7.5. Memory cell structure of the ReRAM type 
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Graphene is the first known true two-dimensional crystal. In 
contrast to earlier attempts to create two-dimensional conductive 
layers (for example, two-dimensional electron gas), the electrons in 
the graphene are localized in the plane much more. Graphene is a 
two-dimensional crystal consisting of a single layer of the carbon 
atoms collected in a hexagonal lattice. Its theoretical research began 
long before the appearance of the real samples of the material.  

Graphene can be a substitute for the silicon semiconductors. 
The most urgent problem of the construction of the computer chips 
is to increase the power and decrease the size of chips without sig-
nificantly increasing the temperature. In theory, the graphene tran-
sistors can provide a much higher speed, without increase of the 
temperature at the microscopic level. 

It is not only the thinnest material but it is also about 200 times 
stronger than the steel. Researchers at Columbia University have 
proven that the graphene is the strongest material that has ever 
been measured. In addition, the graphene conducts the electricity 
at the room temperature better than any other material known to 
mankind. 

Extensive study of the material in the universities and the re-
search laboratories is explained by the availability and simplicity 
of its manufacture with the use of the mechanical splitting of the 
graphite crystals. 

The principle of operation of the graphene transistors is sub-
stantially different from the principle of operation of the traditional 
silicon field effect transistors, as graphene is a forbidden zone of 
zero thickness, and the current flows in the graphene channel at any 
applied gate voltage. That’s why other approaches are developed to 
the creation of the transistors. The high mobility of the charge carri-
ers makes the graphene as the perspective material for use in vari-
ous applications such as nanoelectronics with the possible substitu-
tion of the silicon in the integrated circuits. Such mobility (maxi-
mum mobility of the electrons among all known materials) is one of 
the main parameters needed to create high-speed high-frequency 
transistors. The concern IBM demonstrated a 100 GHz transistor 
using graphene, and stated that the processor of 1 THz can be 
created in principle. 



C H A P T E R  7 ______________________________________________________________________ 

180 

The perfect graphene consists exclusively of hexagonal cells. 
The presence of five and heptagonal cells will lead to different 
kinds of defects. Availability of the pentagonal cells leads to a 
curls of the atomic planes in the cone. The thickness of the gra-
phene layer can be determined by using an atomic force or by us-
ing the combination dispersion (Fig. 7.6). 

From a long list of possible applications of the graphene we 
choose the following: 

•  replacing silicon in transistors; 
• the introduction in the plastic in order to obtain electrical 

conductivity to it; 
•  optoelectronics; 
•  transparent conductive recovering for the solar panels. 

 
Fig. 7.6. Image of the graphene structure obtained by the atomic force 

microscope 

Crossbar technology provides a simple three-layer structure, which 
allows to create 3D-chips of the multi-terabyte capacity, Fig. 7.7a. The 
entire array of the memory cells is placed in three layers, composed as 
the “sandwich”. From the advantages of this development the company 
indicates on compatibility with CMOS manufacturing technology. 
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Now, leading companies developed technologies to design the 3D 
memory as a classic version of the cross-memory (cross-point memory). 
Most often, such a structure is associated with the structure of the resis-
tive memory ReRAM, Fig. 7.7b. 

 

 
Fig. 7.7. The structure of the 3D memory of the ReRAM type 
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In particular, Intel and Micron companies developed another type of 
the nonvolatile memory 3D X Point, Fig. 7.8. 

 
Fig. 7.8. Nonvolatile memory 3D X Point of the ReRAM type 

According to the statement of developers with the development of 
the technology the new layers may be added into the 3D X Point chips. 
It allows to increase the memory capacity without substantial increasing 
costs. 

7.3 Magnetoresistive random access memory (MRAM) 

Another type of the resistive memory is the nonvolatile magnetoresis-
tive random access memory (MRAM), which stores the information using 
the magnetic moments instead of the electrical charges, [29] and [36]. 

In the twentieth century, it was known that the electrons creating the 
current in an electrical circuit, have own magnetic moment, but for prac-
tical purposes it is not used. Now, a new branch of the science appears 
which is called the spintronics. 

Spintronics is a branch of science, which is based on the con-
cept of the electron spin. In accordance with this concept the elec-
trons are divided into two types of the current carriers: electrons with 

spin-up and electrons with spin-down 1 1  or minus 
2 2

 
 
 

 according to 

the principle of quantization of the spin projection on the chosen axis.  
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Today the spintronics studies the magnetic and magneto-optical 
interaction in the different metallic and semiconducting nanohetero-
structures as well as the quantum magnetic phenomena in nanome-
ter-sized structures. 

Development of the nanotechnologies allows to synthesize the 
completely new multicomponent materials with the controlled proper-
ties, the so-called nanostructures, consisting of alternating layers. The 
so-called effect of the giant magnetoresistance (GMR) was discovered 
in the multilayer consisting of the ferromagnetic layers separated by 
the nonmagnetic layers. This effect is due to the spin-dependent   
dispersion of the conduction electrons [6], [25], [55], and [60]. 

In the ferromagnetic metals the conduction electrons divided in-
to the electrons with spin-up (the spin is parallel to the magnetic 
moment in the ferromagnetic) and spin-down (spin is antiparallel to 
the magnetic moment). Therefore, the current in the ferromagnetic 
metal can be represented as the sum of the currents with the two 
types of spins. 

Magnetoresistance defined by these currents depends on the di-
rection of the magnetization in the ferromagnetic layers. 

For example, in the multilayers Co/Cu the probability of the 
dispersion of the electrons with the spin which are parallel to the 
magnetization direction is smaller than for the electrons with the 
spin which are antiparallel to the magnetization vector. 

The three-layer film in which the GMR effect can be observed is 
shown in Fig. 7.9. 

Co CoCu Co CoCu

 
Fig. 7.9. Examples of the magnetic moments of the adjacent  

ferromagnetic layers 
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If the magnetic moments of the adjacent ferromagnetic layers 
are formed up in parallel then the conductivity of the structure is 
greater than for the antiparallel case. The antiferromagnetic forming 
up of the magnetic moments of the adjacent layers (with the same 
value of the coercive force Hc) occurs due to the oblique antiferro-
magnetic acting (AFM), Fig. 7.10. 

 
Fig. 7.10. Illustration of the antiferromagnetic relation 

Changes of the magnetic structure caused by the AFM relation, 
influence not only the magnetoresistive but also on the magnetic 
properties of the multilayer nanostructures. 

One of the main problems of the spintronics is the integration of 
the magnetic systems in the semiconductor nanoelectronics. Easy 
control by the electron spins in the semiconductors allows to create 
two new classes of the hybrid materials: the magnetic semiconduc-
tors (hybrid structure of the ferromagnetic / semiconductor) and 
spin-electronic nanotransistors. 

Common to all devices of the spintronics is that they are based 
on the metal. Obvious metal analogues of the traditional semicon-
ductor transistors (in which flow-out of the electrons from the base 
of the transistor allows other electrons to come from the emitter to 
the collector) are yet absent. Finding materials that possess proper-
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ties both the ferromagnetics and the semiconductors is the hard prob-
lem. It is explained by the great difference in the character of the 
chemical bonds. Ferromagnetic semiconductors, on the one hand, 
would be sources of the spin-polarized electrons, and on the other 
hand they would be easily integrated with the traditional semicon-
ductor devices. 

Developing nanoelectronics alloyed to create the three-terminal 
device, consisting of two ferromagnetic layers separated by the layer 
of paramagnetic. Such device shows the GMR effect and is called 
the Johnson transistor, Fig. 7.11. Like the bipolar transistors Johnson 
transistor contains the base (paramagnetic PM), the emitter and the 
collector (ferromagnetic FM). 

FM FMPM
Collector Emitter

Base V

 
Fig. 7.11. The structure of the Jonson transistor 

If the voltage is applied to the collector, then the electrons with 
the orientation spin -up and spin-down are accumulated in the emit-
ter-base circuit, [55]. 

The collector current in this case will depend on the direction of 
its magnetic moment with respect to the magnetization of the emit-
ter. In this case ferromagnetic emitter plays the role of a polarizer for 
the accumulating spins. 

Obviously, to change the potential in the emitter-base circuit it 
is necessary to apply an external magnetic field, which "switches" 
the vector of the magnetic moment of the collector or the emitter in 
the opposite direction. In other words, the electrical characteristics of 
the transistor can be controlled by changing the magnetic field. 

The main shortcoming of the Johnson transistor is that the meas-
ured voltage values are very small, and to increase the value of the 
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voltage it is necessary to apply the additional equipment. To eliminate 
this shortcoming the Monsma transistors, SPICE-transistors (Spin 
Polarized Injection Current Emitter transistor) are developed. 

Perspective directions of development of the spintronics are: 
 high-speed switching of the magnetic state (see below the 

principle of operation of  the MRAM); 
 spin-electronic sensors for the different purposes; 
 coherent quantum optronics; 
 quantum computing (development of the devices in which 

the information will be transmitted not by the spin of elec-
trons, and using the qubit pairs). 

The ability to combine magnetic, semiconducting and dielectric 
materials has the great perspectives in the control of electrical and 
magnetic properties of the produced structures. This will allow to get 
new nanostructure that can find the practical application. 

The basic element of the MRAM is the nanoheterostructure with the 
magnetic tunnel junction (MTJ), [39] and [47]. 

The magnetic tunnel junction. Nanostructure MTJ consists of 
two ferromagnetic layers separated by the insulator, as a rule 

32OAl . The thickness of the insulator is so small (less than 2 nm) 
that an electron can seep through this barrier. This process is called 
tunneling, and is explained by the wave nature of the electron. The 
wave-particle duality de Broglie applies on the particles with the 
rest mass. The so-called de Broglie wavelength corresponding to 
the particle depends on its mass and the velocity. 

According to Planck, any radiation is determined by the energy 

, hw  

where ν  is the frequency of the radiation, h is Planck's constant, 
equaled -34  6,62 10 J s  . In accordance with the teachings of Eins-
tein between energy and mass of any substance there is the relation-
ship: 

2mcw   

where c is  the speed of light in vacuum equaled 
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,c  

and λ  is the wavelength. Then we can write that the relativistic 
mass of the particle is determined by the following equation: 

.22 





c
hc

c
h

c
wm  

If the velocity of the particle is less than 20% of the speed of 
light in vacuum, the relativistic mass with sufficiently good approx-
imation can be defined as the rest mass. Then, the de Broglie wave-
length is 

,
p
h

mv
h

  

where p is the momentum of the particle. 
It should be noted that the other particles having the mass m 

and moving with the speed v have the wave properties (not only 
electrons). However, due to the large mass of certain particles and 
their small velocity de Broglie wavelength becomes extremely 
small and can not be displayed in any diffraction researches. For 
example, a particle of the mass 1g, which is moving at a speed of 
1 cm/s, has a de Broglie wave length just 271062,6  sm. The dif-
fraction of the wave of such length can not be detected. The wave 
properties of the electrons (protons) are taken into account for low 
mass of the particles and high speed of their movement. 

Thus, the respective de Broglie wavelength λ  characterizes the 
stream of any identical particles moving at the same speed. The 
probability of tunneling depends on the wavelength and the energy 
of the electron. 

In the ferromagnetic material the energy of the electrons with 
spin orientation up or down is different. This leads to a spin-
dependent tunnel effect. If the magnetic moments of the adjacent 
layers are parallel, then the magnetic tunnel junction conductance is 
large, and if the magnetizations are antiparallel, the tunneling prob-
ability is small, Fig. 7.12. The maximum value of the magnetoresis-
tive effect observed in such structures is about 50 %. 
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Fig. 7.12. Illustration of the spin-dependent tunneling effect 

Now high quality MTJ structures with a barrier layer xAlO  are 
already developed. We explore The potential possibilities of other 
materials, such as 3 5Ta O , GaAs, ZnS, MgO  are already researched. 

The unit cell of this memory is a multi-layer structure, which com-
bines a ferromagnetic storage layer (sometimes referred to as "free" 
layer), a ferromagnetic fixed layer and the dielectric, Fig. 7.13. 

Low electrode

Upper electrode

Ferromagnetic 
storage layer

Ferromagnetic fixed 
layer

Dielectric

 
Fig. 7.13. The structure of the elementary cell 

The ferromagnetic of the storage layer has a coercive force which is 
sufficient to keep the recorded information for a long time, but it can be 
remagnetized by the strong enough external magnetic field (m-metal 
magnetic layer). 
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A fixed ferromagnetic layer acts as a permanent magnet (hard mag-
netic layer), that is its coercive force is sufficiently large, and the mag-
netization direction is unchanged even in strong fields. 

The electrical resistance of the cell is sufficiently large if the storage 
layer is magnetized oppositely to the fixed layer. When the external 
magnetic field exceeds the coercive force of the storage element, it is 
remagnetized and the electrical resistance of the cell decreases abruptly, 
remaining the same low value after the disappearance of an external 
magnetic field, Fig. 7.14. Obviously, at any given time we can check the 
state ("0" or "1") of the storage cell of the element. 

The random access memory based on such cells is called magnetore-
sistive memory, although the information (magnetization direction) is 
stored and saved in the ferromagnetic storage layer. 

The memory cells are the sufficiently small sizes (about 10 nm) and 
can be densely packed, although this is the difficult task. This is due to 
the necessity of a random access to each cell for reading and writing of 
the information. As a rule, a matrix organization of the memory is used. 
In this case, the memory cells are placed at the intersection of bit and 
address lines with the respective register and the decoder. 

The orientation of the easy magnetization axis of the storage layer 
with respect to the bus system is important for the address matrix sam-
ple of memory cells. This axis is at an angle 45° to each bus system, 
Fig. 7.15a. 

R

H0  
Fig. 7.14. The switching of the states in the MRAM cell 

The reading circuit is shown in Fig. 7.15b. The reading voltage is 
applied to the selected address bus. In this case the value of the current 
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that flows in each bit line depends on the information written in the cor-
responding bit. If the memory cell has a high resistance, the current has 
the relatively small value, and it has a large value if the cell has a small 
resistance. 

D
ec

od
er

n

m

A A A A

Register

 Address code

а b  
Fig. 7.15. The reading circuit 

Each bit line is connected to the amplification and formation circuit 
of the reading signal. The written in the memory the m-digit binary 
number is reading from the outputs of these circuits. 

The writing of the information is carried out on the digits.  
Data recording is made on discharge. In accordance with the given 

address the decoder selects one of the buses and opens the respective 
valve (for example, the MIS transistor). The current pulse from the writ-
ing current source is given to the selected word bus through the valve. 
The direction of this current is determined by a bit ("0" or "1") which 
must be written, Fig. 7.16a. 

The directions of the electric current through the selected buses are 
shown by the arrows. The magnetic field lines of the respective currents 
are shown by the dashed lines. These fields act simultaneously on the 
selected memory cell. The vectors of the intensities bitH


 and addrH


 are 

mutually perpendicular. The result of the addition of the magnetic fields 

H


in the storage layer at the writing "0" and "1" is shown in Fig. 7.16, 
b. The direction of the magnetization of the fixed layer of the memory 
cell is designated as B


. In one case the electric currents magnetize the 
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storage layer in parallel B


 and on the other case the opposite directed 
currents magnetize antiparallel B


. 

addrH


bitH
 H


H


fixВ


"1""0"

addrH


bitH


 
Fig. 7.16. The writing of the information into the chosen cell 

The magnitude of the writing current is selected in such a way that 
the magnetic field of any current was not sufficient to reverse the mag-
netization of the cells which are adjacent to the respective bus. If these 
currents act together on the selected memory cell then they must create a 
total magnetic field H


 that exceeds the coercive force cH


 and re-

magnetizes the storage layer in the needed direction. 
Obviously, the sizes of the elements and buses of the matrix depend 

on manufacturing technology level, Fig. 7.17. 

 
Fig. 7.17. The technology of manufacturing the memory matrix 
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The scheme of the memory cell MRAM is shown in Fig. 7.18. 
The memory cell is formed at the intersection of the bit (BL) and the 

word (WL) lines and represents the magnetic element. 
The magnetic element is formed from two ferromagnetic layers sepa-

rated by a thin dielectric layer. One of the layers, as already mentioned, 
is a permanent magnet magnetized in a certain direction, and the magne-
tization of the other layer changes under the influence of an external 
field. The memory device is organized on the principle of a grid consist-
ing of individual cells each of which contains the memory element and 
the transistor. 

From power
source

W riting current

Bit line

T ransistor

W riting current

M agnetic
field

M agnetic
field

M agnetic tunnel
junction

R eading current

 
Fig. 7.18. Elementary cell of the MRAM memory 

The information is read by measuring the electrical resistance of the 
cell. To choose single cell the feed is applied to the corresponding tran-
sistor which supplies a current from the power supply through the mem-
ory cell on the common ground of the whole device. 

Due to the tunneling magnetoresistance effect, the electrical resis-
tance of the cell varies depending on the mutual orientation of the mag-
netization in the layers. The resistance of the cell can be determined by 
measuring the value of the flowing current, and as a result, the "polari-
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ty" of the rewritable layer. Thus, the magnitude of this current depends 
on the orientation of the magnetization vectors of the magnetic layers of 
the structure. The resistance of the junction is a minimum if the configu-
ration is parallel and the tunneling current is large. This corresponds to a 
logical "0". 

When the orientation of the magnetizations is antiparallel the resis-
tance is large and the tunneling current has a small value, which corres-
ponds to a logical "1". 

The writing of the information into the cell can be carried out by the 
different ways. In the simplest case, each cell is located between two 
lines of writing which are placed at right angle to each other, one is 
placed above the cell and the other is placed below the cell, Fig. 7.19. 
The current passes through them and the cross magnetic field is induced 
in the intersection of the writing lines, which changes the magnetic state 
of the rewriting layer. 

Writing mode Reading mode

Bit line Writing current Bit lineReading current

Directions of spins
Free magnetic layer

Fixed magnetic layer
Tunneling

Word line

Matching transistor

Directions of spins

Word line

Matching transistor
is cwitched on

 
Fig. 7.19. Principle of writing and reading information 

This method requires a sufficiently large value of the current to 
create the magnetic field. It is the main disadvantage of the MRAM. 

Moreover, with decreasing sizes of the cell the induced field overlaps 
the adjacent cells on a small area. It leads to possible errors in the writing. 

The access time of the data from the MRAM can be less than 10 ns, 
which is 5 times less than that for the flash memory, and the writing time 
is less than 2 ns (on three orders is less than that for the flash memory). In 
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this case the consumption of the magnetoresistive memory is two times 
less than for the flash memory and the memory of the DRAM type. 

Further improvement of the MRAM cell concerns the structure of the 
storage and the tunnel elements. For example, the storage layer contains 
the three layers, Fig. 7.20. 

Upper electrode

Upper storage layer
Imtermediate layer

Lower electrode

Lower storage layer
Upper resonant layer
Tunneling layer
Lower resonant layer
Upper magnetic hard layer
Imtermediate layer
Lower magnetic hard layer

 
Fig. 7.20. Multilayer architecture of the MRAM cell 

Such structure with an intermediate layer is called "synthetic antifer-
romagnetic" (SAF). In this case the magnetic field of writing suppresses 
the so-called precession of the magnetic moments around the direction 
of this field [104] ("spin echo"), which significantly reduces the write 
time. 

In the nanometer-sized elements the turns of the magnetic moments 
occur very quickly (tens of picoseconds). 

The electrical resistance of the magnetoresistive element depends on 
the direction of the only lower layer of the memory element. The phe-
nomenon of the "resonant tunneling junction" is used to improve the 
tunneling layer. With this end, both sides of the tunnel dielectric layer 
(for example, MgO of 1 nm thick) are sprayed by the same thin "reso-
nant" layers (for example, 1 nm layer from CoFeB). In this case the sen-
sitivity of the magnetoresistive element considerably increases and the 
reliable operation is possible even with a substantial decrease of the area 
of the memory cells. Then the probability of tunneling of electrons 
through the dielectric layer (tunnel layer) from one to another resonance 
level increases. 
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The great advantage of the MRAM is theoretically unlimited term of 
the data storage, an unlimited number of the write cycles and essentially 
lower consumption of the energy for the writing. 

The factor which limits the development of the magnetic memory 
technology is that the magnetic fields are required to switch the magnet-
ic states in the magnetic memory devices. This limits the productivity of 
the devices and confines their miniaturization. It is explained by the fact 
that to generate the field which is sufficient for switching device it is 
necessary to create large currents and use the large diameter conductors. 

Now, scientists are studying a new generation of the magnetic devic-
es which can write the information without the help of the magnetic 
fields. These devices use a mechanism called "spin torque" concerned 
with the presence of the spin (Spin MRAM type memory). When the 
electrons interact with the magnets in the tunnel junctions, they transfer 
them some part of own momentum. This may lead to appearance of a 
very large torque per unit current, which is at least 500 times more effi-
cient than the momentum occurring when the magnetic field for writing 
information is used, [98]. 

Particular interest represents one of new developments of the mag-
netic memory, which is still at the research stage. 

As it is known, in the modern solid-state memory (SSD – Solid State 
Driver) to store one bit of the information the surface region having 
about 6103   atoms of the magnetic substance is used. 

German and Japanese researchers have jointly developed a new type 
of the memristor magnetic memory that can store one bit of the informa-
tion within one molecule of the magnetic substance, which is called the 
"molecular magnet". 

It is known that reduction of the size of one bit on the surface of the 
hard disk plates is limited by the super paramagnetic effect, the essence 
of which is that when the crystals of the magnetic substance are reduced 
in the sizes, they are susceptible to the heat, which causes a spontaneous 
switch their magnetic state. 

Researchers have proposed a completely another way and placed a 
single magnetic iron atom at the center of the organic molecule consist-
ing of 51 atoms, Fig. 7.21. The organic shell protects the information 
stored in the central iron atom from external influences. 
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Fig. 7.21.The organic molecule with the iron atom 

Besides the highest data storage density equaled one bit per mole-
cule, a new type of the memory (according to the terminology of re-
searchers this type of the memory is based on the effect of the "rotation 
of intersecting molecules” (spin crossover molecules)) has a simple pro-
cedure for writing and reading information. Using the electric current 
pulse of the given form and size, the metal-organic magnetic molecule 
can be switched into the conducting magnetic state and into the noncon-
ductive, nonmagnetic state. 

Using a scanning tunneling microscope, it is possible to act by the 
electric pulse with the defined characteristics exactly on the molecule of 
about 1 nm size. Studies have shown that the electrical pulse changes 
not only the magnetic state of the iron atom, and the electrical properties 
of the molecule as a whole. 
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Scanning tunneling microscope (STM) allows to view the in-

dividual atoms, using the so-called quantum effect of the tunne-
ling. Microscope as if "feels" the studied surface: a very thin 
needle-probe with a tip thickness of one atom is moved over the 
surface of an object at a distance of about one nanometer.  

At the same time, according to the laws of quantum mechanics, 
the electrons overcome the vacuum barrier between the subject 
and the needle that is they tunnel, and the current begins to flow 
between the probe and the object. The current value is highly de-
pendent on the distance between the needle tip and the sample sur-
face. 

The change of the gap on few tenths of a nanometer the current 
can be increased or decreased by an order. By moving the probe 
along the surface with the help of the piezoelectric elements, we 
can explore its terrain by the measuring of the current. 

To lead to the tip of the probe to the sample at the distance 
equaled several angstroms and to scan along the surface the pie-
zomotor based on piezoelectrics.  

Piezoelectric is the material which changes its sizes under the 
acting of the control voltage. The image of the surface structure on 
the atomic level can be obtain by scanning the sample surface in 
the direction of the axes X and / or Y with simultaneous measure-
ment of the output signal in the circuit of Z coordinate, Fig. 7.22. 

The studied structure can be displayed in two modes: 
 tunnel current measurement with maintaining the distance 

from the tip to the sample surface; 
 • measurement of the distance to the sample surface under 

the condition of the constant tunneling current (this mode 
is used more often). 

The microscope allows to see the details of the surface with a 
resolution of hundredths and even thousandths of a nanometer 
(corresponds to an increase of about 100 million times), Fig. 7.23. 

However, it should be noted that the resulting image is not a 
photo in the ordinary sense. This is only a graphical representation 
of how the gap between the probe and the surface is changed to 
maintain a constant current. 
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Fig. 7.22. The structure of the scanning tunneling microscope 

 
Fig. 7.23. Resolution of the scanning tunneling microscope 

The scanning tunneling microscope has no lenses, so the image 
is not distorted due to aberrations. The energy of electrons, forming 
the image does not exceed a few electron volts. It allows to carry 
out the non-destructive inspection of the object. 

Creation of the STM was a significant step in the research of 
the nanoworld. 

Design and manufacture of the scanning tunneling microscopes 
and today represent a hard problem. There are few laboratories 
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possessing these devices, which would work with true atomic 
resolution. General view of the microscope is shown in Fig. 7.24. 

 
Fig. 7.24. Scanning tunneling microscope 

Thus, the two magnetic states of the iron atoms leads to the different 
electronic conductivity of the whole molecule, which can be measured 
relatively simply by measuring the electrical resistance. 

According to scientists, the memristor and the spintronic properties, 
realized within a single molecule, opens up the new fields for further 
researches in order to introduce in the production process. 

7.4 Phase state change random access memory (PCRAM) 

The memory on the basis of the phase transition (phase change memo-
ry (PCRAM)) is a nonvolatile memory based on the unique behavior of 
the material under the name "chalcogenide". This material can be switch-
ed between two states: crystalline and amorphous when it is heated. 

The information is stored in the atomic structure of the material, 
while the amorphous state has a similarity to the window glass with the 
unordered atoms, Fig. 7.25. 
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Fig. 7.25. Two phases of the material state 

Essentially, PCRAM is one of the forms of the resistive memory 
ReRAM [26]. 

Chalcogenide is enclosed in the PCRAM between two electrodes, 
and to switch the phases (states) it is necessary to apply the laser pulse 
or the electric current to melt the material and to convert it into an 
amorphous state. 

The prolonged acting the voltage pulse of the certain amplitude leads 
to the formation of the crystal lattice, and under the action of the short 
pulse of greater amplitude the material is cooled to an amorphous phase. 

Each substance normally forms the crystals of the defined 
shape. For example, sodium chloride is crystallized in the form of 
cubes, sodium nitrate in the form of prisms, etc. The internal struc-
ture of the crystals is presented in the form of a crystal lattice which 
represents the spatial frame formed by intersecting straight lines. At 
the points of intersection of the lines (lattice nodes) are the particle 
centers. 

Many of the physical properties of the crystal are not always the 
same in different directions within the crystal. This important fea-
ture of crystalline materials is known as anisotropy. 

Depending on the nature of the particles and on which the 
forces of the interaction between them prevail it is necessary to 
distinguish atomic, molecular, ionic and metallic crystal lattices. 
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The number of materials that have the atomic lattice is relatively 
small (diamond, silicon). The number of substances with a molecu-
lar lattice is so many (non-metals, with the exception of the carbon 
and the silicon).  

Substances with ionic lattice include most of salts and small 
number oxides. Substances with metal lattice are the metals and 
their alloys. 

The molecules are in the nodes of the molecular lattice. In the 
nodes of the atomic lattice there are the atoms which are connected 
between each other by a covalent bond. In the nodes of the ionic 
lattice there are alternately positive and negative ions, which are 
connected between each other by the forces of the electrostatic at-
traction. In the nodes of the metal lattice there are atoms of the met-
al. The electrons which are mutual for these atoms move freely 
between them.  

Each lattice can be characterized by an elementary cell which is 
the smallest part of the crystal and has all the features of the struc-
ture of the given lattice. 

For example, in the crystal NaCl each sodium (natrium) ion 
Na  is surrounded by six nearest ions of opposite sign ( Cl ions), 

and in the CsCl crystal the Cl  ion is surrounded by eight ions of 
Cs+, Fig. 7.26. 

Na Cl
Cs Cl

 
Fig. 7.26. The elementary cells of the lattices 

Defects in the structure of real crystals are varied. The simplest 
and at the same time a very important point defects are unoccupied 
lattice nodes (vacancies), and the atoms which are between the 
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nodes. The existence of such defects is due to the fact that the indi-
vidual lattice atoms or ions have the energy higher than its average 
value at the given temperature. These atoms can move from the 
lattice node. 

Released from the node the atom forms the unfilled place called 
the vacancy. At any time moment adjacent to the vacancy atom can 
move in the place of the vacancy, releasing a new one. Thus, the 
vacancies pass from one place to another, forming a drift of vacan-
cies (see Shapter 2). 

The difference between the crystals and the amorphous sub-
stances is sharply shown in their attitude towards heating. The crys-
tals of each substance melt at a strictly defined temperature and at the 
same temperature crystals pass from the liquid to the solid state. The 
amorphous substances have no constant melting point. When heat-
ing, the amorphous substance gradually softens and begins to flow 
and finally becomes entirely liquid. Upon cooling, it solidifies   
gradually. As for the internal structure, the orderly arrangement of 
the particles in the crystal is preserved in large sections of the crystal, 
and in the case of well-formed crystals this arrangement is preserved 
in all volume of the crystal. In the amorphous substances the orderly 
arrangement of the particles is observed only in very small areas. 

Some substances may be both crystalline and amorphous. So 
the silicon dioxide 2SiO  is encountered in nature as the well formed 
quartz crystals and also as the amorphous substance (mineral, flint). 
This crystalline state is always more stable. Spontaneous transition 
of a substance from a crystalline to amorphous state is impossible. 

Spontaneous transition from the amorphous to the crystalline 
state is possible. 

The mechanism of the change of the memory cell resistance is based 
on the creation or the destruction of the conductive channel within the 
amorphous substance using the applied pulse voltage. Now the memory 
cells which include the active layer between the electrodes containing 
the so-called amorphous silicon are developed. If the pulses of the fixed 
shape, of the potential and the duration are applied to the electrodes then 
the conducting filament from the metal silicon is formed in the volume 
of the amorphous silicon, Fig. 7.27a. The pulses with the different cha-
racteristics are used for the inverse transformation of the metallic silicon 
into the amorphous one, Fig. 7.27b. 
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Fig. 7.27. Crystalline and amorphous states of the PCRAM memory cell 

It should be noted that the chalcogenides for the active layer are used 
in the combination with germanium, antimony and tellurium (GeSbTe), 
referred to GST. The stoichiometric composition of Ge:Sb:Te equals 
2:2:5. When GST is heated to a high temperature its chalcogenide com-
ponent loses the crystalline structure. On cooling it turns into the 
amorphous glassy form and its electrical resistance increases. When it is 
heated to a temperature above its crystallization point, but below the 
melting point, it passes into the crystalline state with a much lower re-
sistance. The time to complete this phase transition depends on the tem-
perature [66]. 

In terms of the memristive approach the PCRAM cell can be de-
scribed as the second-order unipolar memristive system which is con-
trolled by the voltage or the current.  

In particular, the simple model of the PCRAM cell is based on the 
equations that describe the process of change of the temperature and the 
phase state of the material [79], [91] The temperature T and the coeffi-
cient of the crystallization (crystalline fraction) xC  are used as the in-
ternal state variables: 
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hC  is heat capacitance, δ  is the heat dissipation constant, rT  is the en-
vironment temperature, mT  is the melting temperature (melting point), 

xT  is the transition temperature into the glass state (glass transition 
point),   and β  are the constants, determining the rate of crystalliza-
tion and amorphization (the transition to the amorphous state ), tU  is 
the threshold voltage, 0V  is the parameter that determines the shape of 
the ( ui  ) dependence. 

This model takes into account the crystallization ( mTT  ) and amor-
phization ( xm TTT  ) processes. The region of the negative differen-
tial resistance, adjacent to the threshold voltage tU  is not taken into 
account. It is not specific meaning when the read / write operations are 
carried out (the voltage of these operations are outside this region). 

Recent researches from Intel and ST Microelectronics have shown 
the ability of the more close controlling the state of the material and to 
add two additional states, which allow the material to turn into one of 
four states: two previous states (amorphous and crystalline) and two 
new states (semi-crystalline states).  

Each of these states has its own electrical properties that can be 
measured when the information is read. In this case, one cell can store 
two bits, thereby doubling the density of the memory.  

The density of the placement of the storage elements can be very high: 
only a few atoms are needed to create a cell that can change the state from 
the crystalline to the amorphous one. Experts believe that the real value   
is 5 nm, which is almost 10 times less than in the flash memory. 

The disadvantages of this type of the memory should include the fol-
lowing: 
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• The need to transfer energy to heat the memory elements to sev-
eral hundred C  (slightly more 330° for crystallization phase and 
higher 730° to pass into the amorphous state), which takes a sig-
nificant amount of the power; although level of power consump-
tion will decrease with a decrease of the devices based on the 
PCRAM. 

• With a decrease of the time switch PCRAM (theoretically, the 
switching from one state to another state can be up to 1 ns) the 
stability of the state of the material is also decreased. 

7.5 Ferroelectric random access memory  
(FeRAM & FeTRAM) 

Fundamental researches in the field of physics of nanostructures in 
recent years have opened up new physical effects that allow to propose 
new mechanisms for realization of the memory nanodevices, and to take 
away the physical limitations on their scaling, processing speed and the 
power consumption. To implement the new physical concepts of writing 
and storage of the information the synthesis of new materials and de-
tailed research of their properties, including, the multilayer structures 
are very important. In particular, the property of the ferroelectrics to 
store the residual polarization when the external electrical acting is dis-
connected is already being used to write and store the information. 

Ultra-thin ferroelectrics are represent a great interest, both from a 
scientific point of view and from the point of view of possible applica-
tions, because their use may allow to observe effects of control by the 
electron tunneling in the structures metal / ferroelectric / metal by means 
of the external electric fields. Realization of these effects was predicted 
theoretically and experimentally implemented recently. 

In the research laboratories and the respective enterprises the ultra-
thin ferroelectric layers (for example, on the basis of barium titanate 

3BaTiO ) are grown and studied using the pulsed laser deposition me-
thod. The research of the properties of these materials is carried out with 
the help of the atomic force microscopy. The possibilities of their use in 
the ferroelectric tunnel junctions are researched. The mechanism of the 
control by the tunneling current through the ferroelectric layer is rea-
lized in the junctions by means of the external electric fields. 
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Successful realization of the ferroelectric tunnel junction opens up 
the possibility to create a fundamentally new technology of manufactur-
ing the nonvolatile memory devices. 

In recent years, the research laboratories actively explore the solid 
substances having both the magnetic and the electric ordering. Such 
substances show the magnetoelectric effect, which changes the electric 
polarization P of the sample by means of the external magnetic field H 
(direct effect) or changes the magnetization M of the sample under the 
acting of the electric field E (inverse effect), [5], [17]. 

An alternative concept of the nonvolatile memory can be based on 
the electrostatic and the electronic effects in the ultrathin insulating lay-
ers of the ferroelectric material (for example, 3BaTiO ) on the base of 
which in the structures metal / ferroelectric / metal the so-called ferroe-
lectric tunnel junctions (similar to the magnetic tunnel junctions) can be 
created. The "resistive" switching (tunneling current control) is achieved 
by changing the direction of polarization of the ferroelectric by the ex-
ternal electric field that is changing the potential barrier. 

Thus, the change of the polarization of the ferroelectric by the exter-
nal electric field influences on the tunneling conductance of the entire 
structure. The conductance is changed when the magnitude of the ap-
plied electric field is equal to the coercive force of the ferroelectric and 
is directed opposite to the direction of polarization. 

The materials used in the creation of such structures must have the 
close lattice parameters to realize the epitaxial growth, because the fer-
roelectric layer shows its functional properties in the ultrathin layers 
only if the structural orientation exists. 

For this purpose, the use of such composite materials as  
3BaTiO / Fe  and 343 BaTiO/ OFe  may be possible. 

The word epitaxy formed from the Greek words epi (on) and 
taxis (order) means the controlled growing of the thin layers with 
an ordered structure on a flat monocrystal substrate. Significantly, 
that the crystal structure of the epitaxial layers repeats the structure 
of the substrate. The chemical composition of the epitaxial layer 
and the substrate may be different, but the proximity of the values 
of the lattice constant is a indispensable condition of the epitaxial 
growth. Epitaxial structures have the following characteristic 
properties: 
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• the level of structural perfection, absence of defects and impur-
ities of the epitaxial layers exceed the volumetric materials (includ-
ing the substrate material); 

• the chemical composition of the grown layers can be changed 
by means of the control, allowing to obtain materials with the giv-
en properties. The technology also has the ability to control by the 
doping of the layers directly in the growth process; 

• epitaxy allows to grow the alternating layers of different 
composition, and, due to the presence of atomic-sharp edges, the 
layer thickness can be reduced down to atomic sizes; 

• the quality of the surface of the epitaxial layer greatly exceeds 
the quality of the original substrate surface. It is allow you to 
create the structures with the almost atomically flat boundaries; 

• high structural perfection of the epitaxial layers can significant-
ly decrease the dispersion of the free carriers and increase thereby 
the electric mobility in the material. 

• the semiconductor epitaxial structures are characterized by 
extremely rapid electrical and optical dynamics. This is the impor-
tant characteristic for creating the high-speed electronic and com-
puting devices. 

The main aspects of the ferroelectric nonvolatile memory will be 
considered in this section. 

The ferroelectric random access memory (ferroelectric RAM – Fe-
RAM) is one of relatively new and perspective technologies of the 
memory devices [70]. The unique properties of the FeRAM allow to use 
it instead of the RAM and ROM simultaneously. With the development 
of technology the considered memory may gradually to replace the most 
widespread types of the memory (Flash, SRAM, DRAM) in many ap-
plications. 

The properties of the ferroelectrics have been known for a long time 
and were first discovered in the crystals of Rochelle salt in 1920. The 
analogy of the electrical properties of this substance with the ferromag-
netic properties of the iron led to the fact that in the foreign literature the 
class of like substances is called the ferroelectrics.  

The ferroelectrics are the materials which have a spontaneous polari-
zation in a certain temperature range and have the hysteresis of the de-
pendency of the electric dipole moment from the applied electric field. 
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The temperature at which the spontaneous polarization of the ferroelec-
tric disappears is called the Curie temperature. These properties make 
this class of the materials like the ferromagnetics. 

Microscopic cause of the ferroelectricity is the presence within the 
substance of the atomic (or molecular) dipoles. These dipoles are 
oriented in an external electric field and remain in this state after his 
removal. The switching of the direction of the field to the opposite di-
rection leads to the reverse orientation of the dipoles. In the ferroelec-
trics the dipole is formed by the displacement in the elementary cell of 
the atoms of one kind having two stable positions in the lattice, with 
respect to the atoms of the other kind. 

So the positive ion Ti  has two equivalent stable positions in the lat-
tice with respect to the barium and the oxygen ions in the barium tita-
nate 3BaTiO , Fig. 7.28. 
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Fig. 7.28. The elementary cell of the barium titanate 

Thus, the elementary dipole is formed and oriented in one direction 
or another. If the ferroelectric is placed in the electric field, the most of 
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dipoles are arranged advantageously in the same direction, keeping it 
after removal of the external electric field. 

It is necessary to note that piezoelectricity is a necessary but not suf-
ficient condition of the ferroelectricity. To display the ferroelectric 
properties of the material the more strict conditions put on the symmetry 
of its crystal lattice. 

Intermediate class of the materials between the piezoelectrics and the 
ferroelectrics are the pyroelectrics in which there is the dependence of 
the dipole moment from the temperature. The diagram of their mutual 
properties is shown in Fig. 7.29. 

 
Fig. 7.29. The diagram of the mutual properties of the materials 

The physical principle of storing information in the FeRAM cell is 
the prolonged nonvolatile storage by the ferroelectric material of the 
polarization obtained in the electric field at the writing. 

Under the action of a positive electric charge takes place the positive 
polarization of the ferroelectric, the result of which is transition in the 
state corresponding to the logical "1", Fig. 7.28a. 

Under the action of a negative electric charge takes place the reverse 
transition corresponding to the logical "0", Fig. 7.28b. 

In these transitions the ferroelectric material changes its physical 
properties, and the element, which consists of this material, changes its 
properties as well. There is a hysteresis loop and as result the states "0" 
and "1" are far separated on the energy value. It allows to make their an 
unambiguous identification. 

Schematic view of the hysteresis loop for a ferromagnetic ferroelec-
tric capacitor and its symbol are shown in Fig. 7.30. 

Here, rQ  is the residual charge, sQ  is the charge of saturation, CU  
is the coercive voltage and FEC  is the designation of the capacitor in the 
circuit diagram. Standard FeRAM cell consist of the pair transistor - 
capacitor like in the dynamic memory, but in a capacitor the ferroelec-
tric is used as a dielectric. 
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Fig. 7.30. The hysteresis loop of the ferroelectric capacitor 

As a result, there is no need for frequent regeneration; the power 
consumption is significantly reduced. 

Now the companies carry out active searches to select the materials 
that have the best properties to create the capacitors and transistors on 
the basis of the ferromagnetic ferroelectrics, [72]. 

As is known, in the DRAM memory type the information is 
represented by the electric charges in millions of the microcapacitors, 
each of which encodes one bit. Common DRAM-capacitor consists of 
two parallel conductive plates separated by a thin layer of the silicon 
oxide 2SiO  (or a combined layer of the oxide and the nitride of the sili-
con 2SiN ). But this technology has fundamental limitations on the den-
sity of the information writing, since it requires the large area of the 
plates in order to reach the capacity of the capacitor at least 25 femtofa-
rad ( 151025  F) per bit. The area may be reduced, for example, increas-
ing the dielectric constant and decreasing the thickness of the layers of 

the dielectric (in accordance with the known relationship 
d
SC a ). 

Then it is obvious that the ferroelectric materials having the dielec-
tric constants in the range from 300 to 1500 are perspective in this ap-
proach. For comparison, the dielectric constants of the silicon and the 
nitride oxide are respectively 4 and 6. That is why the ferroelectric thin 
films are used in the FeRAM memory cells. 

At the moment there are a huge number of the possible combinations 
of the basic elements from which the memory cell is constructed namely 
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the ferromagnetic ferroelectric transistor and the same capacitor. Four 
main types are considered from these combinations. 

Using the ferroelectrics of the latest generation, such as a composite 
oxide SBT ( 922 OTaSrBi ) with the addition of hafnium Hf and a mod-
ification of the ferroelectric field effect transistor structure allow to sig-
nificantly increase the information capacity of the memory. 

The scheme of the 1TFeRAM cell type (the cell contains one transis-
tor) is shown in Fig. 7.31a. The memory type 1SFeRAM (SFRAM) 
consists of 1C cells, that is each cell contains one ferroelectric capacitor, 
Fig. 7.31b. 

a

X - address decoder

Y
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b  
Fig. 7.31. (а) is the scheme of the 1TFeRAM cell type; (b) isthe memory type 

1SFeRAM (each cell contains one ferroelectric capacitor) 

The key positions of this technology are very small cell size and, 
consequently, a higher information capacity per unit area of the chip in 
comparison with the SRAM, low power consumption in the reading 
mode, high speed and low price. This type of memory most is closer in 
structure to a long-forgotten memory on the ferromagnetic cores. 

Memory Type 1T-1C FeRAM is very close in structure to the ordi-
nary DRAM, as it is easily seen from the concepts of both types of the 
memory, Fig. 7.32 a, b. 

The main difference from the DRAM type memory besides the fer-
roelectric capacitor and the transistor includes is the method of connect-
ing the cell to the common structure. 
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The negative plate of the DRAM capacitor is connected to the chip 
ground, and in the case of the FeRAM there is a connection to additional 
conductor called the transmission line (drive line). This connection 
completely changes the principle of the data writing into the cell. 

UC UC

+
_

+
_ CFEC

wordline

bitline

control line
bit
line

driveline
bа  

Fig. 7.32. Memory cell DRAM type (а) and 1Т-1С FeRAM type (б) 

To write a binary "1" in the DRAM cell the positive voltage is ap-
plied to the data line (bit line) and the signal, which opens the FET is 
applied to the control line (word line), then the capacitor is charged and 
the cell assumes the state of "1". Writing a binary zero is as follows: the 
data line is grounded, the signal, which opens the transistor, is applied to 
the control line, and the capacitor is discharged, and the cell takes the 
state of "0". 

In the case of the FeRAM, to write a binary "1" the positive voltage 
is applied to the transmission line (driveline), the data line is grounded, 
the signal which opens the transistor is applied to the control line, as the 
result the negative polarization of the capacitor occurs and the cell takes 
the state of "1". To write “0” the positive voltage is applied to the data 
line, and the transmission line is grounded, and the signal which opens the 
transistor is applied to the control line, as a result the positive polarization 
of the capacitor occurs and the cell takes the state of "0". In both cases, 
the positive voltage is used but applied from the different directions. 

The main circuit element respondent for data writing is the capacitor. 
Writing takes place after the opening of the transistor. Consequently, 
there is a certain time constant, including the transistor response time 
plus the time capacitor polarization. This constant is responsible for the 
speed of the memory of the FeRAM type. Obviously, for each ferroelec-
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tric this constant will be different; therefore, it is necessary to find the 
materials and dopants for which the time constant is smallest. 

Memory type 2T-2C FeRAM represents double cells 1T-1C type. 
These cells can be combined in the different ways, so several variants 
may correspond to the general formula 2T-2C, one of which is shown in 
Fig. 7.33. 

+
_

C1

+
_ C2

BL1 BL2

ML2

ML1

 
Fig. 7.33. Memory cell 2Т-2С FeRAM type 

The memory cell is connected to two control lines, combined with 
the transmission lines (ML – merged word line / plate line), and the two 
data lines (BL). It corresponds to WL/PL architecture. This arrangement 
raises the integration of the components on a chip. 

Some modernization of the FeRAM memory was existed by re-
searchers from Purdue University (USA), which create a pre-production 
model of the nonvolatile memory with the name FeTRAM (Ferroelec-
tric Transistor RAM). 

FeTRAM memory technology is based on the combination of the sil-
icon nanowires with the ferroelectric polymer material, which changes 
its polarization when the electric field of the respective polarity is ap-
plied. As in FeRAM memory type the polarization may be read as "0" 
and "1" without difficulty. 

However, the new technology uses the ferroelectric transistor instead 
of the capacitor (Fig. 7.34). It means that the information from the cell 
can be read without destruction of this information. 

According to the calculations the FeTRAM memory will consume 
only one percent of the amount of energy consumed by the modern flash 
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memory. But thanks to its organization the FeTRAM memory will ap-
proach the memory SRAM with respect to operating speed. 

Now, the manufacture of the memory FeTRAM can be organized 
with the use of the modern industrial technological processes of the 
semiconductor manufacturing (complementary metal oxide semiconduc-
tor, CMOS). 

 
а 

 
b 

Fig. 7.34. (а) is the structure of the FeTRAM cell; (b) is the scheme of the cell 
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The main advantages of the FeRAM (FeTRAM) technology include. 
 The operating speed is the same as in the static memory 

(SRAM) but this memory is nonvolatile. Reading and writing the in-
formation in the FeRAM memory can be carried out with the frequency 
of the processor bus, like the SRAM type memory. However, unlike 
SRAM, the written information is not lost after switching of the power. 
Data are stored more than 10 years without the need for regeneration or 
standby power in the temperature range from minus 40 to + 85° C. 

 Unlimited downloads resource cycles. The best flash memory 
samples provide no more than 106 the data modification cycles. The Fe-
RAM memory, used on three volt supply voltage range, can provide an 
almost unlimited number of circulations. 

 Low power consumption. The FeRAM components are more 
economical not only in comparison with the static type of the memory, 
but also excel in this the flash memory. Economy of the FeRAM is 
based on the efficient architecture of the matrix array, the features of the 
technology and the process of circulation to the cell. 

 Energy consumption is the same in the reading and writing 
cycles. In essence, it mince that the definition (reading) or modification 
(writing) of the polarity of the capacitor charge in a very short intervals 
of time (about 1 ns). In the storage mode the array of the FeRAM does 
not require the energy. It is consumed by only the control circuits of the 
framing and interface. The level of consumption by the FeRAM compo-
nents with the series interface in the standby mode (waiting mode) is 
less than 1 mA. With the parallel interface the FeRAM is also more 
economical than the other technologies (15–20 mA). 

 High stability in operation mode. The physical principle of stor-
ing information in electrically polarized material with a sufficiently 
wide hysteresis loop FeRAM provides high stability to external noises 
(first of all to the electromagnetic fields). 

Thus the main advantages of the of nonvolatile memory of the Fe-
RAM type used for many applications (the computer and office equip-
ment, measuring equipment, motor transport, appliance electronics, tel-
ecommunication and communication) are low power, consumption, 
speed and nonvolatility. For example, the most mass measuring devices, 
which use the FeRAM memory, are electricity meters. The more than 
30 million domestic and industrial electricity meters have produced in 
the world. 
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7.6 Nonvolatile random access memory CeRAM  

The memory of the CeRAM type, which is also the resistive memo-
ry, uses the same transition metal oxide (TMO), for example, nickel 
oxide NiO, but unlike the ReRAM memory the conductive filaments do 
not use. In the CeRAM memory the quantum effects of the correlation 
of the electron position are observed from which it follows its name 
(CeRAM is the correlated electron RAM that is the memory with corre-
lated electrons). 

The active region of TMO, which separates the two conductive lay-
ers, is formed in the CeRAM structure. In the ReRAM memory the tran-
sition metal oxide takes up entirely all area between the metal layers  

As is well known, the predominant model for describing ReRAM 
memory is the model of the conductive filaments whereby the thin oxide 
films obtained from the deposition, are insulators. According to this 
model (see section 1.3) the pulse of high voltage setU  is applied to the 
film and causes the formation of the filaments (electroforming). Then 
the transition metal oxide becomes the metal conducting the current 
through these filaments. If the voltage of the defined level resetU  is ap-
plied to the film, the filaments are destroyed by Joule heat caused by a 
large current and the oxide becomes an insulator again. 

This process of the electroforming justifies the filamentary model. 
Recently, researches consider some transition metal oxides which al-

so exhibit the reliable resistance switching effect. In particular, it was 
shown that the nickel oxide NiO exhibits the stable unipolar properties 
at the switching from the state "setting” (SET) into the state "reset” 
(RESET), wherein the operating current is smallest. 

In research laboratories the different physical mechanism of the for-
mation of conducting and nonconducting states are researched. Accord-
ing to this approach the nickel oxide NiO can be produced in the prima-
ry state as the metal, which is achieved by means of alloying by the 
nickel carbonyl ligands. 

Metal carbonyls are formed in the process when the carbon 
oxide combines with the metals, for example, the nickel carbonyl 
Ni(CO)4. The chemical bonds in the molecules of the metal carbo-
nyls are formed according to the donor-acceptor method by means 
of the unpaired electron pairs of CO molecule and free orbitals of 
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the excited metal atom. For example, the excited atom of the nickel 
has 4 unoccupied orbits, so the nickel carbonyl molecule has a com-
position corresponding to the Ni(CO)4, Fig. 7.35. 

 
Fig. 7.35. The crystal structure of the nickel oxide Ni(CO)4 

According to the coordination theory explaining the properties 
and the structure of the complex compounds in the molecule of any 
such compound one of the ions, usually positively charged, occupies 
a central place and is called the central ion. Some number of the 
oppositely charged ions or electrically neutral molecules, called the 
ligands and forming the inner coordination sphere of the connection 
are located around the central ion in direct proximity (coordinately). 

The rest ions, which do not place in the inner sphere, are at a 
more remote distance from the central ion, and form the outer 
coordination sphere. The number of ligands surrounding the central 
ion, is called the coordination number. 

Thin films of NiO exhibit the reliable bistable resistive states in 
the absence of the electroforming and therefore a new model for 
the theoretical description, which differs from the filamentary 
model, is required. 

The main states of the new model are based on the so-called Mott 
transitions, [53], [54]. 

The so-called Mott insulators that do not conduct electricity despite 
the band theory of solids exist among the crystalline dielectrics. 

For example, the compound of NiO has one external electron on the 
nickel atom, but it is an insulator. In the proposed model it is explained 
by correlated arrangement of the electrons in the nodes of the crystal 
lattice. 
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Some Mott insulators with increasing the temperature become the 
conductive substances. This phenomenon is called the Mott transition. 

The simplest theoretical justification for the behavior of Mott insula-
tors and Mott transition was given in [54]. The behavior of the electrons 
is determined by two mechanisms: 

 conductivity of the crystal is determined by the tunneling of the 
electron from the orbital of one atom on the orbital of another atom (the 
so-called "jump"); 

 coulomb repulsion of electrons prevents the electrical current and 
creates a high resistance of the crystal. 

Depending on the external conditions one or the other mechanism 
prevails. It provides the respective transitions conductor-insulator and 
insulator-conductor. 

Mott insulators are the crystals with the dielectric properties, 
the formation of which is not due to the influence of the periodic 
field of the crystal lattice (as in the conventional dielectrics or 
semiconductors such as Ge and Si), but with a strong electron-
electron interaction. This state is realized if the characteristic ener-

gy of such interaction 
av

2

r
eU   ( avr  is the average distance be-

tween the electrons) will be greater than the average kinetic energy 
of the electrons which is defined by the width of the permitted 

band 
2

k 2

hW
mr

  (m is effective electron mass; r is the distance 

from the nucleus; h is Plank constant). 
When U < Wс then the simple band diagram of solid is suitable. 

The situation changes cardinally if U > Wk. The bond can be partial-
ly filled by the electrons, as in the metals, but the motion of the 
electrons needed for the charge transport, is weaken by the other 
electrons which are located on adjacent atoms. They repulse and 
"lock up" (localize) each electron on its atom and do the substance 
by the insulator. This is the case if the average distance between the 
electrons avr  more than the so-called Bohr radius, that is avr 0r . 
Bohr radius 0r  is the radius of the first (closest to the nucleus) Bohr 

orbit in the hydrogen atom, 0r
0

100,53 10 m 0,53А.    
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From a modern point of view Bohr's orbits had lost their origi-
nal meaning, since, according to quantum mechanics the motion of 
an electron in an atom can not be regarded as a movement on the 
trajectory. Bohr’s orbits characterize the region of space where the 
probability of finding an electron is a maximum. 

A more precise analysis gives a criterion 02,0 0
3 rn  where n 

is the electron concentration. At low concentration ( 02,0 0
3 rn ) 

in an electrically neutral system the electrons and holes form bound 
states (the so-called excitons) and the substance deprived of the 
charge carriers, becomes nonconductive (an insulator). For larger 
concentration of the electrons ( 02,0 0

3 rn ) screening of the 
Coulomb interaction leads to the disappearance of the bound states 
and the transition insulator-metal (Mott transition) occurs. 

It should be noted that there is another interpretation of the 
Mott insulator, which is based on the discrete model, describing the 
electrons moving from one lattice node to another one during the 
repulsion of two electrons at one node (the Hubbard model). Many 
compounds of the transition and rare-earth metals with partially 
filled internal d- or f-shells belong to Mott insulators.  

Due to the small radius d- and f-orbitals their overlap is a little, 
and for them are easy carried out the condition U > Wk. In substances 
that are in the insulator phase the transition to the metallic state can 
occur at changing external conditions (pressure, temperature). 

Thus, previously known more general band theories (the valence 
band and the conduction band) of the solid state did not take into ac-
count the interaction between the electrons that is the electrons are not 
correlated. This fact distinguishes a new type of the CeRAM memory, 
which takes into account the electron correlation, from the well-known 
the ReRAM memory. 

One of the unique features of the CeRAM operation is the possibility 
of the oxidation and reduction reactions (losses and gains of the elec-
tron) at one lattice node. Let’s consider current-voltage characteristic of 
the CeRAM memory cell, which shows a SET/RESET cycle, Fig. 7.36 
(the theory is completely described in [28], [51]). 

The work starts from the state of conductivity at low values of the 
voltages. If the voltage is increased (the current changes on the SET 
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curve) to 0.8 V, then the characteristic makes an instant jump to the in-
sulator state, so that the structure has a high resistance (RESET). 

 
Fig. 7.36. Current-voltage characteristic of the CeRAM cell   

To carry out the reading operation the current decreases to low val-
ues when the voltage decreases from 0.8 V in the insulator state. In this 
case the current is changed according to the RESET curve. 

When the voltage increases from 1.6 V (RESET curve) the current 
begins to rise sharply to a value at which the transition occurs to the 
conducting state. 
Thus, in order to write the isolated state ( OffR  similar to the ReRAM) 
the voltage of 0.8 V is applied to the structure on NiO base. To write the 
conductive state ( OnR ) the voltage 1.6 V is applied to the structure. It 
does not require the electroforming operation and the thermodynamic 
phase transitions, as in conventional ReRAM. The switching speed of 
the CeRAM cells can reach several tens of femtoseconds ( 1510 s), and 
the reading voltage is only about 0.1 – 0,2 V (see Fig. 7.36.). The mem-
ory state remains stable state even when it is heated up 400 C . 

The structure of the CeRAM memory contains three layers of the 
doped nickel oxide 4)CO(Ni , placed between two electrodes, Fig. 7.37. 
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The active region lies between two doped oxide films which are the 
buffer electrode. These two buffer films are heavily doped to obtain 
high conductivity and act as the matching electrodes. 

 
Fig. 7.37 The structure of the CeRAM memory cell 

It is interest to compare the structures of the ReRAM and CeRAM, 
Fig. 7.38. 

ReRAM

CeRAM

Active region

Active region  
Fig. 7.38. Structures of the ReRAM and CeRAM 
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Active area also contains the nickel oxide, but with a lower level of 
the same doping. The transition metal-insulator-metal is carried out in 
the active region. In the active region each nickel ion can be regarded as 
a local switch "On" or "Off". In the buffer layer such switches are al-
ways in the state "On", Fig. 7.39. 

 
Fig. 7.39. The local zone structures for different states of the conductance 

The functioning of the CeRAM memory cell is provided by the re-
versible splitting of the transition zone metal-insulator. In this case the 
band structure is a localized effect and should not be mixed up with the 
band structure of single-crystal silicon which is determined by the peri-
odic structure of the lattice, a density of states of which can not be ma-
nipulated, [16]. 

The transition metal oxides have incomplete atomic shells 3d and 4d, 
which pass through the metal-insulator transition. The basis of operation 
of the cell is the splitting of the zone 3d8 of the conduction state on the 
zones 3d7 and 3d9 zone of the insulator state. 

Let us consider the state of an electron in the many-electron atoms in 
more detail. 

In many-electron systems not only the nucleus, but all the other elec-
trons act on each electron. In this case the electron clouds of the indi-
vidual electrons as if merge into one common many-electron “cloud”. 
The exact solution of the Schrödinger equation for such complex sys-
tems is usually unattainable. 
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If we assume that the electrons have the wave properties then 
Schrodinger suggested that the state of the moving electron should 
be described by the equation of the standing electromagnetic wave 
known in physics and electrical engineering: 

.0),,(2),,( 2 





  zyx

r
czyx  

Substituting in this equation instead of the wavelength of its 
value from the equation of de Broglie 

mv
h

 , 

we can get a new equation relating the energy of the electron with 
the spatial coordinates and the so-called wave function  . The 
function  corresponds to the amplitude of the three-dimensional 
wave process (ways of solving this complicated equation are consi-
dered in the courses of physics and physical chemistry). 

Like amplitude of any wave process, it can assume both posi-
tive and negative values. The value 2  is always positive, and the 
larger value 2  in the area of the space, the higher the probability 
of finding an electron at this part of the space, defined as 

,2 VP   

where V  is some small volume (by analogy with the mathemati-
cal definition of probability 

,)()()(}{ 
b

a
dxxfbFaFbxaP  

where f (x) is the probability density of the random variable (in the 
one-dimensional case)). 

The study of the spectrums of the many-electron atoms has shown 
that in this case, the energy state of the electrons depends not only on 
the principal quantum number n, but also on the orbital quantum number 
l. This is due to the fact that the electron in the atom is attracted by the 
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nucleus and also feels the repulsion from the electrons located between 
this electron and the nucleus. The internal electronic layers as if form a 
screen that weakens the attraction of the electron to the nucleus (shiel-
ding the outer electron from the nuclear charge). The electrons with the 
different values of the orbital quantum number l are shielded inequality. 

So in the nickel atom (ordinal (atomic) number is 28 with the elec-
tronic formula 2862622 4333221 sdpspss ) closest to the nucleus K-and 
L-layers are occupied by 10 electrons. The M-layer has 16 electrons, 
while sublayers s and p are filled, and sublayer d has 8 electrons and not 
completely filled, and finally in the N layer (n = 4) sublayer s is filled by 
2 electrons. The maximum number of the electrons in the sublayer d, 
which consists of 5 orbitals ( 12 l ) is equal to 10)12(2  ln . 

In accordance with the radial distribution of the probability 224 r  
(r is the distance from the nucleus) we can determine the extent of 
shielding. For example, for a natrium atom (formula 1622 3221 spss ), 
the probability distribution is shown in Fig. 7.40. 

1

2 3

r

224  r

 
Fig. 7.40. The probability distribution of the electron "clouds" 

The curve 1 corresponds to a probability distribution for the total 
electron "cloud" of ten "inner" electrons of the natrium atom. The first 
maximum corresponds to K-layer, and the second one corresponds to   
L-layer. The curve 2 corresponds to 3s-electron, and the curve 3 corres-
ponds to 3p-electron. 

It is obvious that prevalent part of the outer electron cloud of the na-
trium atom is located outside the area occupied by the inner electrons, 
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and therefore is shielded weaker. As it follows from Fig. 7.39, the elec-
tron cloud of the 3s-electron in the greater extent penetrates into the area 
occupied by electrons K-and L-layers, and therefore it is shielded weak-
er than the electrons of the area of 3p-electron. Consequently, the elec-
tron in the state 3s will be more attracted to the nucleus and have a low-
er energy than the electron in the state p3 . 

The electron cloud of the 3d-orbital is almost entirely located outside 
the area occupied by the internal electrons is shielded in the greatest 
extent and most weakly attracted to the nucleus. That is why the stable 
state of the natrium atom corresponds to the placement of a single outer 
electron on the orbital 3s. 

Thus, in many-electron atoms, the electron energy depends not only 
on the principal quantum number, but also on the orbital quantum num-
ber. The principal quantum number determines only a certain energy 
band within which the precise value of the electron energy is determined 
by the value l. As a result the increase of the energy according to the 
energy sublevels occurs in the following order: 

dspdspdspspss 5654543433221   

dspf 6764   

.75 pf   

Thus, the relationship between the energy of the Coulomb interaction 
2

av

eU
r

  and the kinetic energy of electrons 
2

k 2

hW
mr

 , where avr  is the 

average distance between the electrons and r is the distance from the 
nucleus of the atom (radius of the orbit). The relationship between these 
energies determines the respective transitions metal-insulator-metal. 

The schematic difference between the states metal-insulator at the 
level of the nickel ions is shown in.Fig. 7.41. 

If the inequality U < Wk is fulfilled, then the material has the con-
ducting state. The charge carriers can move freely in the local conduct-
ing zone of the material, Fig. 7.41a. If the inequality U > Wk is fulfilled 
then the charge carriers are localized, that is the Coulomb forces of the 
repulsion prevail. These forces inhibit the movement of the carriers, and 
the material becomes an insulator (electrons as if "frozen" in the crystal 
lattice), Fig. 7.41b. 
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а b  
 

Fig. 7.41. The schematic difference between the states metal-insulator 
at the level of the nickel ions 

7.7 Magnetic track random access memory  
MRM (DWM) 

 
As noted in section 7.1, now the digital information is stored on the 

two main types of the storage devices: the magnetic disks (hard disk 
drive, HDD) and the solid state drives (solid state drive, SDD). Since 
the basis of the HDD mechanism is the rotating magnetic disk, then it 
decreases the data storage reliability and the access to them is rather 
slow (about 5 ms). 

The SDD devices do not have moving parts (they include RAM and 
the flash memory) and the data access time is decreased to 5 ns        
( 610  times less), but the cost of the storage of one bit is 100 times high-
er than for the HDD. Both types of the drives are constructed according 
to a two-dimensional technology, so that the increase their capacity can 
only take place by decreasing the size of the elementary cells. 

In addition to the data storage technologies considered above, the 
new technology, which is based on spintronic effects is tested now in 
one of the research laboratories (Almaden Research Center of IBM, 
USA). This technology uses the spin current to move the nanoscale 
magnetic objects, namely the domain walls along some the conductive 
structure (for example, nanowires). The nanowire is made from the iron-
nickel alloy of about 10 microns length and 150 nanometers width. 
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Under the influence of the spin current the domain walls are moved 
the one after the other on the fixed conductive structure (as the runners 
move on the sprint track). Hence the name of this technology is the 
magnetic racetrack memory, MRM (Track Memory). In the periodicals 
another name is encountered, namely the domain-wall memory (DWM), 
[59]. 

It is obvious that a single magnetic domain can be used as an ele-
mentary carrier of the information. Thus it is possible to achieve a very 
high density of its placement. 

Ferromagnetics are the substances having a very high relative 
permeability ( 52 1010  ) of the fact that the magnetic moments 
of atoms and electrons spontaneously tend to orient in the same 
direction as it is energetically favorably for them  

The random thermal motion of the particles counteracts this 
orientation, but such spontaneous magnetization is "frozen” at a 
temperature lower than the so-called "Curie point". In this case the 
domains re formed as the microscopic regions of the uniform mag-
netization, which under the influence of the external magnetic field 
are remagnetized as a whole.  

The domain sizes depend on many factors and are in the range 
from 10 nm to 100 μm. The magnetic domains which are greater 
than 1 micron can be observed with an optical microscope. To ob-
serve and study the behavior of the nanosize domains the electron 
microscopy, the atomic force and raster tunnel microscopes are used. 

The neighboring magnetic domains are separated by the do-
main walls which are represented by the ultrathin intermediate 
layers in which the magnetization vector smoothly changes its di-
rection from the orientation in one neighboring domain to the orien-
tation in other one (the electron spins smoothly rotate). 

In the absence of an external magnetic field (H = 0), the do-
main magnetization directions are random so that the total magnetic 
moment of the ferromagnetic material consisting of a large number 
of microcrystals (crystal "grain") and domains is equal to zero. 

When the external magnetic field H is present then the forces 
act on the magnetic moments of the domains tending to rotate them 
in the direction of the field, which leads to a considerable increase 
of the total magnetic field. 
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If a weak magnetic field acts then the magnetic moments of the 
domains are only partially rotated in the direction of an external 
magnetic field, and this change is a reversible process, that is if the 
external magnetic field is taken off, then the magnetic moments of 
the domains are returned into reset state. In this range, the relation-
ship between B and H is proportional, that is HB  .  

In stronger magnetic fields the domain walls begin to shift, the-
reby the domains whose magnetic moments are oriented in the 
direction of the external field, increase in volume, some domains 
are combined and the volume of the other domains is reduced. The 
process becomes irreversible: if the external magnetic field is 
turned off, then in the ferromagnetic material is observed the resi-
dual magnetization. The increase of the magnetic induction B with 
increasing H becomes slower, the linearity of the dependency is no 
observed. In a sufficiently strong external magnetic field, the mag-
netic moments of all domains are oriented in one direction and a 
further increase of the magnetic induction B is stopped (is satu-
rated). When the intensity of the external magnetic field decreases 
and falls down to zero, the ferromagnetic material remains magneti-
zation in the same direction with a residual induction value rB . 
When the external magnetic field H increases in the opposite direc-
tion then the value of the former magnetization decreases to zero, 
and then ferromagnetic is remagnetized. 

The intensity of the external magnetic field needed to demag-
netize the ferromagnetic material is called the coercive force. 

In the cyclic variation of the external magnetic field, the mag-
netization curve is represented by the closed line which is symme-
trical about the origin. Such curve is called the hysteresis loop. 

The main requirements to the ferromagnetic material of the thin 
films are the following. These materials must provide high induc-
tion of the saturation sB  and a large coercive force cH . The induc-
tion of the saturation depends on the composition of the ferromag-
netic and influences on the signal that is read. The great coercive 
force prevents the demagnetization of the elements under the action 
of writing and reading currents which flow in the neighboring cells. 
The coercive force depends on the composition of the film and its 
thickness, and also on the deposition conditions, which define the 
size of the grain. 
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The peculiarity of the magnetic properties of thin films is de-
termined primarily by the fact that their linear dimensions in the 
plane of the film are much greater than the thickness. Consequently, 
the demagnetizing factor in the direction of the normal to the plane 
of the film is much higher (about 105 times) than in its plane. 

The domain boundaries in thin films substantially differ from 
the so-called Bloch walls, which are formed in the massive mate-
rials. The simplest type of the wall in the thin film is the wall of 
Noel, in the middle of which the spins are smoothly rotate around 
the axis (from the direction in the given domain to the direction in 
the neighboring domain), which lies in the plane of the wall. 

The sizes and the shape of the domains in the plane of the film 
depend on the deposition conditions and the film thickness. If the 
constant magnetic field is applied to the film in the process of depo-
sition in the substrate plane then the large domains are formed and 
located along the field. The magnetic properties of the film get the 
respective anisotropy. This means that the film has a predominant 
direction of magnetization (the axis of easy magnetization). This 
direction is in the plane of the film and coincides with the direction 
of the external field. 

In particular, the thin films of the permalloy (an alloy of the 
nickel and iron with a small amount of copper, chromium and mo-
lybdenum) can be manufactured so that their magnetic properties 
will differ in the different directions. In the direction of the hard 
magnetization axis (HMA) the hysteresis loop is almost entirely 
absent, and under the right angle to it the hysteresis loop is almost 
complete in the direction of the easy magnetization axis (EMA). 

HMA

EMA

Н

В
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When the film thickness decreases to a few hundred Angstroms 
the magnetic film becomes the single-domain magnetic film with 
respect to its thickness. In this case a little time switching films 
(~ 910 s) and high operation speed of the magnetic elements may 
be provided. 

Let’s consider the processes of the spin-transport magnetization 
reversal (STMR) in the long ferromagnetic nanowire with a small cross-
section (for example, 30 x 10 nm), in which the region of spontaneous 
magnetization (domains) with different orientations are formed,         
Fig. 7.42. 

The arrows indicate the direction of local magnetization of the 
material. Domains are separated by the walls in which the magnetization 
is reconstructed from the one direction to another. Three domains sepa-
rated by two domain walls of the opposite polarity are shown in 
Fig. 7.42. The current passing through the magnetized material becomes 
the spin-polarized current and begins to turn out the "small magnets" in 
one direction or another. As a result of such turn the domain wall as if 
shifts and the direction of the shift of all walls is the same. 

 
Fig. 7.42. Movement of the domain walls under the acting 

of the spin-polarized electric current 
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If the conductor has a sequence of the domain walls, then under the 
acting of the spin-polarized current, these walls will move, but the con-
ductor remains in the place. 

The spin-polarized electrical current is a current when both 
the electric charge and the spin are transferred through the conductor 
simultaneously. This current is characterized by the "degree of the 
spin polarization" (or simply "degree of the polarization") P: 

,100









ii
ii

P  

where i  is the component of the electric current that transports 
the electrons with the spin oriented "up" (in the direction of the exist-
ing magnetic field), i  is the component of the electric current that 
transports electrons with the spin "down" (opposite to the magnetic 
field),   iii  is the total electric current. 

Obviously, the degree of the polarization may be either positive 
or negative. In the ferromagnetic metals such as the iron, the cobalt 
and the nickel the degree of the polarization is positive and at the 
room temperature equals 10 – 15 %. The high degree of the polariza-
tion allows more precisely to determine the value of the spin current 
in order to avoid errors in subsequent processing of information [31] 
and [32]. 

Over 100 years the electronics dealt only with the non-polarized 
electrical currents, for which P = 0. 

To obtain a sufficiently a great value of the current is necessary 
to polarize the spins that is to put in order in one direction. It is im-
portant that also the spin lifetime (the time during which the spin 
direction does not change) was large enough to transfer the spin on 
the needed distance. For example, the flux of the electrons at the 
input of the ferromagnetic is not polarized, but it becomes polarized 
after passing through the ferromagnetic layer that is it becomes by 
the spin current. 

Spin-transport magnetization reversal. When the spin-
polarized electric current flows then the transfer of the spins occurs 
at the same time. It means that then the transfer of the magnetization 
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occurs as well. Then it is possible to exist the magnetization reversal 
of the ferromagnetic layer by means of the transmission of the spin-
polarized current. 

The scheme of such magnetization reversal is shown in Fig. 7.43. 

 
Fig. 7.43. Process of the spin-transport magnetization reversal 

The region of the fixed ferromagnetic layer (FF1) is permanently 
magnetized vertically downward and to the right the region (FF2) is 
magnetized vertically upward (directions of magnetization are indi-
cated by arrows).  The areas of the free ferromagnetic layer (FFL) 
are located beneath and magnetized respectively. Between the free 
and the fixed layers is located the intermediate layer (IL). All layers 
are electrically conductive. Above the regions of the fixed layers the 
electrodes are formed (El1 and El2). 

If the electric current i flows from the right to the left from the 
electrode El2 (see Fig. 7.43a), then the electrons in the free layer 
move from the right to the left. 

Because most of them, leaving the layer FF1 has the spin down, 
then they carry downward magnetic moment, as a result, the area of 
the free layer between FF1 and FF2 is magnetized downward. Physi-
cally, it looks like the movement to the right of the domain wall DW. 

If the electric current i flows from the left to the right from the 
electrode El1 (see Fig. 7.43b), then the electrons in the free layer 
move from the right to the left. 

Because most of them has the spin up, then they carry upward 
magnetic moment, as a result, the area of the free layer is magnetized 
upward as well. Physically, it looks like the movement to the left of 
the domain wall DW. 
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This method of writing the information in the magnetic memo-
ry cell is called the spin-transport magnetization reversal (STMR). 
Such way allows to essentially decrease the write current in the 
MRAM memory and significantly reduce the area of the magneto-
resistive cells. 

In general, the motionless conductor represents a memory cell that 
can be installed either vertically or horizontally, Fig. 7.44. 

The individual reading and writing elements that are based on the 
magnetic tunnel junction (see MRAM-memory), which is one of the 
basic elements of spintronics are set for each cell. The current due to the 
quantum phenomenon of the tunneling is very sensitive to the direction 
of the magnetization of the running track area. 

Nanowire Nanowire
Reading

Motionless
head

Writing

Motionless
head

Motionless
head

Motionless
head

Construction with vertical
location of the nanowires

Construction with horizontal
location of the nanowires  

Fig. 7.44. The ways of the nanowire location 

If the sequence of the pulses of the spin polarized current is applied 
to the running track then the domains will come in motion, and the read-
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ing element defines the sequence of "0" and "1" measuring the tunnel 
junction resistance change 

The writing of the information is carried out using the nanowire 
located across the running track, Figs 7.45 and 7.46. 

The pulses of the current of the writing element at certain time 
moments generate and shift the domain walls on the running track in the 
needed place, in other words rebuild the domain structure. 

 
Fig. 7.45. Writing and reading operations used in the vertical location 

of the nanowires 

Let’s consider in more detail the writing and reading units of the in-
formation in / from the ferromagnetic nanowire, in which the magnetic 
domains are moved, Fig. 7.47 b and c. 
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Fig. 7.46. Writing and reading operations used in the horizontal 

location of the nanowires 

The ferromagnetic nanowire 2 is formed on the surface of the wafer 1. 
To write the information (Fig. 7.47b) the conductive nanowire 3 (for 
example, from the gold) or the carbon nanotube is laid across the ferro-
magnetic conductor. If the pulse of the electric current passes through it, 
then the strong enough magnetic field 4 occurs to magnetize the region 
of the ferromagnetic conductor in one direction or another (depending 
on the direction of the writing current). 

DW1DW2DW3 DWi

Movement of the domains

a

c

b

 
Fig. 7.47. Movement of the domains (а), writing (b) 

and reading units (c) 
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The electronic scheme 5 is beforehand formed inside the semicon-
ductor wafer 1. This scheme generates and feeds the required current 
pulse of the given direction into nanowire 3 in a certain time moment. 

To read the written information (Fig. 7.47c) the magnetoresistive 
reading element is formed above the nanowire 2 which consists of the 
superthin tunnel layer 7, the fixed ferromagnetic layer 8 and the metal 
electrodes 9 and 10. Depending on the direction of the magnetization of 
the domain 6, the electrical resistance of the element (structure with the 
magnetic tunnel junction) will be smaller or larger. The electronic cir-
cuit 11 generates the respective reading signals. This scheme is before-
hand formed within the semiconductor wafer 2. 

The memory with the three-dimensional storage of data may be 
created with a vertical arrangement of the nanowires (cells). In particu-
lar, the researchers have demonstrated the functionality of reading and 
writing of the data on the array containing 256 nanowire columns. 

If few bits of the information (no one bit) will be written on each ver-
tical nanowire (cell) then the memory, created using this technology can 
surpass all known information carriers with respect to the writing densi-
ty. IBM's developers have proposed such three-dimensional organiza-
tion of the track memory, Fig. 7.48. 

 
Fig. 7.48. The organization of the three-dimensional memory 

The nanowires 1 from the ferromagnetic (for example, the permalloy 
or the alloy FeCo) of the U-shaped form of the thickness less than 
100 nm and the height of 20–40 micrometers are vertically set on the 
surface of the silicon wafer 2, in which the electronic schemes of the 
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memory control are formed. The components of writing and reading 
information 3 are formed near the "bottom" of each nanowire. In the 
half of each nanowire 75–280 domains 4, which store 64–256 bits of the 
information, can be written.  

The electrical current pulses of the overwriting Іwr of the respective 
direction shift the written domains from one half to the other and vice 
versa during 100–200 ns. The electronic control circuits allow to ad-
dress to any nanowire and to read from it or write to it all 64–256 bits of 
the information during 150–300 ns. 

The vertical arrangement of the ferromagnetic nanowires provides 
the information writing density which is much higher than in other types 
of the nonvolatile semiconductor memory. 

The most important shortcoming of the track memory is that the 
electric current Іwr required for moving the domains has a sufficiently 
great value. Due to the Joule heat the ferromagnetic nanowire is quite 
strongly heated and as a result the reliability of the storage of the infor-
mation in the domain of small size decreases. 

Thus, under the influence of the electric current, all magnetic do-
mains in the ferromagnetic nanowire are moved synchronously from the 
left to the right, if the electric current flows from the right to the left 
along the conductor (conduction electrons in this case will move from 
the left to the right). Accordingly, when the current is passed from the 
left to the right, all the magnetic domains are moved synchronously 
from the right to the left. This means that magnetic domains can be 
moved along the ferromagnetic nanowire forward and backward. It al-
lows to send certain data area just under the writing or the reading ele-
ments. 

It should be noted that the nanowire and all atoms therein remain 
motionless. The state of the magnetization moves only. At the same 
time the atomic structure of the nanowire does not change, all manipula-
tions are made at the level of the elementary particles. 

One of the serious shortcomings in the development of the tracking 
technology was very high current density. The studies have shown that 
the critical current density and the speed of the movement of the domain 
walls and therefore the speed of the movement of the domains depend 
on the material from which the nanowire is made, on its geometry and 
on the conditions at the boundaries. The critical current density is    
1011–1014 A/m2, that is 0,1–100 µA/nm2. 
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The domain movement speed in this case is 5–500 m/s. In particular, 
to move the domains in the nanowire made from the permalloy of        
30 x 10 nm section it is required to pass the electric current of about 30 
microamperes (which is quite a large quantity in order to "push" the 
domain walls). In this case the movement speed is 100–500 m/s. This 
difficulty could be avoided by replacing one powerful energy pulse by 
the series of weaker pulses, the duration of which corresponds to the 
frequency domain oscillations in the nanowire (resonant amplification). 

7.8 Nonvolatile random access memory NRAM 

The nonvolatile memory NRAM type (Nantero RAM, Nantero is a 
company engaged in the development of the electronic devices and the 
respective technologies) is based on the use of the thin films from the 
so-called carbon nanotubes (Carbon NanoTube, CNT), Fig. 7.49. 

Carbon nanotubes have the unique structural and electrical proper-
ties, which make the created memory by one of the main contenders for 
the next generation of the super operating speed devices of the informa-
tion storage having ultra-high density of the placement with very low 
energy consumption.  

Fig. 7.49. The carbon nanotubes obtained with the help 
of the respective nanotechnologies 

A carbon nanotube is a tiny cylinder of about 2 nm in the diameter, 
which is 50 times stronger than the steel and has the best thermal and 
electrical properties compared in comparison with other materials used 
for these purposes. 
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The image of the film from the carbon nanotubes (in the cross-
section from up to down), obtained with the help of the scanning elec-
tron microscope is shown in Fig. 7.50. 

 
Fig. 7.50. The image of the film from the carbon nanotubes 

The researchers from the Nantero Company consider that the NRAM 
can be used as a universal memory for storing information replacing 
DRAM and SRAM memory and a solid-state flash memory (SSD) as 
well. 

The NRAM memory cell consists of the thin film of the matrix of the 
carbon nanotubes and two metal electrodes between which it is placed. 

The recent studies have shown that the basic operation of the SET 
and RESET are possible under the action of the voltage pulses with the 
duration which is less than 20 picoseconds ( 1220 10 s) with the current 
consumption below 20 microamperes, Fig. 7.51. 

According to the Nantero Company, the memory cell can potentially 
store multiple bits of the information. The number of the overwriting 
cycles (SET / RESET) reaches 1011, which significantly exceeds the 
possibility of other memory types (for example, the number of cycles 
for the DRAM corresponds to from 104 to 106). 

Besides, the NRAM cells do not consume the energy in the "stand-
by" mode and in the writing mode they consume the energy per bit 
160 times less than the flash memory, have high resistibility to the envi-
ronmental factors (they sustain heating up to 300° C, can operate at a 
radiation , vibration and in the strong magnetic fields without loss of the 
information). 
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Fig. 7.51. The dependency of the consumed current from the  

applied voltage (a); the dependency of the memory cell resistance 
in the states with high resistance (HRS) and low resistance (LRS) 

from the number of the overwriting cycles (b) 

Further improvement of the memory will be based on 10 nm - tech-
nology to create the superdense terabit arrays. 

Operation of the NRAM cell is as follows. 
When the voltage is applied to the cell, a great number of the rod-

shaped carbon nanotubes which are separated from each other in the 
initial state, make contact, as Van der Waals forces cause them to 
"stick" to each other. Consequently, the number of conductive paths be-
tween the electrodes increases (the nanotubes are conductors) and the 
resistance of the structure significantly decreases (some analogy with 
the formation of the filamentary channels in the ReRAM memory). The 
pulse of the voltage RESET of other polarity is used to break the bonds 
and return the matrix of the nanotubes to the state with high resistance 
(HRS), Fig. 7.52. 

Obviously, the NRAM memory type acts as the resistive nonvolatile 
random access memory. In both states, the nanotubes are stable. It al-
lows to use this mechanism as the memory. In the disconnected state the 
mechanical deformation of the tubes is low, so they naturally remain the 
open state, thereby "memorizing" the state "0". When the tubes are at-
tracted by applying to the upper electrode of the respective voltage 
pulse, then the nanotubes get the mechanical deformation due to the Van 
der Waals forces and remain this state thereby "memorizing" the state 
"1". Both states, as already was noted, are quite stable to the external 
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influences, such as radiation, which can erase or damage the data in the 
conventional DRAM memory. 

The carbon nanotubes of high purity with a very small amount of the 
impurities are created by the use of the special nanotechnology, but the 
cost of this process is not much more expensive than in the production 
of the semiconductors. It means that the basic process of creating 
NRAM is not too complicated and does not require any additional 
equipment to that which is used in manufacturing CMOS devices. 

a b
Fig. 7.52. The functioning diagram of the NRAM memory cell 

for the disconnection of the nanotubes (а) and their connection (b)  

The scheme of the NRAM cell with the corresponding CMOS tran-
sistors of the choice and the image of the cell in cross section, obtained 
with a scanning electron microscope are shown in Fig. 7.53. 

 
Fig. 7.53. The structure of the NRAM cell and the image of its cross-section  
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Note that NRAM memory has a density of the cell placement which 
is not less than for the DRAM memory. However, there is a minimum 
size at which the DRAM chips can be created, below which the charge 
will have enough small value and the cell will not be able to save it for 
reading.  

Obviously, the NRAM memory is limited only by the modern tech-
nological achievements in the lithography. In future the NRAM memory 
can reach higher density in comparison with DRAM memory. 

Unlike the DRAM memory type the considered memory type does 
not require the energy for updating the data. The additional power re-
quired for writing information is much lower than for the DRAM mem-
ory, which accumulates the charge that on the plates of the capacitor. 
Theoretically the NRAM memory can achieve productivity of the 
SRAM memory, which is faster than DRAM, but has a much lower den-
sity of the placement. 

7.9 MRAM memory with the use of the spin-transport 
remagnetization 

To improve the characteristics of the magnetoresistive memory the 
vertical magnetization of the ferromagnetic layers with writing informa-
tion by the spin-transport magnetization reversal (STMR) was proposed. 
The structural diagram of the memory cell is shown in Fig. 7.54. 

Operation of the cell is carried out as following. 
Let the "free" (storage element) ferromagnetic element (FFE) is 

magnetized downwards (shown by the arrow), the electric resistance of 
the magnetoresistive cell is sufficiently large (the state "1"). 

 
Fig. 7.54. The structural diagram of the memory cell 
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If the electric current Iw0 exceeding a certain critical value Icr0 
(Fig. 7.54a), flows through the cell then the electrons leaving from the 
"fixed" ferromagnetic element (FFL), carry up the magnetic moment 
oriented upwards. As a result, FFE is magnetized reversal in the state 
"0". When the value of the current is sufficient magnetization reversal 
occurs at the time of the order of 1ns. 

The current Iw0 flowing through the cell, which is already in the "0" 
state, does not change the state of the cell, since the magnetic moments 
in the FFE is already oriented upward. 

To write "1" in the memory cell which is in the "0" state, it is neces-
sary to pass the current Iw1 through it, (Fig. 7.54b). The electrons leaving 
from the metal electrode El1 have the magnetic moments oriented both 
upward and downward. The electrons with the magnetic moment 
oriented upwards, easily pass through the magnetic tunnel junction 
(TMJ), and the electrons with the magnetic moment oriented downward, 
are accumulated. If their concentration is sufficient, the FFE is remagne-
tized in the state "1". 

The current Iw1 flowing through the cell, which is already in the "1" 
state, does not change the state of the cell.  

The dependence of the electrical resistance value of the magnetore-
sistive cells from the electric current passing through it is shown in 
Fig. 7.54c. 

As can be seen from the graph, the dependency is asymmetrical. It is 
explained by the following fact. The electrons with the magnetic mo-
ment oriented upwards are used for remagnetization of the cell in the 
state of "1". The number of these electrons constitutes the majority in 
the FFL, and to reverse the magnetization in the state "0" the electrons 
with a magnetic moment oriented downward are used. Such electrons 
are a minority in the FFE. 

Thus, the critical current value of the remagnetization Icr1 of the cell 
in the state of "1" is several times greater than the critical current value 
of the remagnetization Icr0 in the state of "0". 

It should be noted that the critical current value for the remagnetiza-
tion by STMR relatively rapidly decreases with decreasing cell sizes. In 
particular, when the cell sizes are less than 300 nm, the critical current 
value becomes smaller than the electric current to be supplied to the ad-
dress and the data buses to remagnetize the storage element by the total 
magnetic field of the mentioned currents. 
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The area of the current values used for reading information from the 
memory cell is shown in Fig. 7.54c.  

The values of these currents are sufficient to determine the resistance 
of the cell (great or low for reading states "1" and "0"). However, it is 
not enough for the remagnetization. 

The transition to the vertical magnetization (see Fig. 7.54) to write 
the information by the method STMR allows significantly to decrease 
the memory cell area and therefore to increase the amount of the infor-
mation in a single chip. In this case the write time of the information is 
decreased and the costs of the energy on the writing are reduced to the 
value of about 1 pJ/bit. 

The considered variant of the writing of the information by the me-
thod of the STMR is considered as the "second generation" of the mag-
netoresistive memory. In the periodicals such memory is called STT 
MRAM (spin-torque-transfer MRAM, spin-MRAM).  

In some ways of the MRAM construction the local momentary heat-
ing of the memory cell during writing is used. In this case the size of 
such cell can be reduced up to 10 nm, so that the cell area is determined 
only by the switch transistor.  

The time reading information in the ultra fast variants is reduced to 
300 ps (0.3 ns). This memory is referred to as STT + TA MRAM (STT 
+ Thermally assisted MRAM) or TA + STT MRAM. 

7.10 Comparison and perspectives 

Very significant changes in the field of the data storage technology 
have been occurred during just a few decades, especially with the devel-
opment of the flash memory. The next generation of the memory devic-
es technology will use the new materials to provide the access time of a 
few nanoseconds or less. And today we have many contenders on the 
title of "next generation technologies". 

• MRAM memory. This is the random-access memory that does not 
store the information in the form of the electric charges or currents. The 
information stores in the form of the magnetic moments by means of the 
respective memory magnetic element. The reading of the information is 
carried out by measuring the electrical resistance of the cell. Due to the 
effect of the tunnel magnetoresistance, the electrical resistance of the 
cell varies depending on the mutual orientation of the magnetizations in 
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the layers. The resistance of the cell is determined by measuring the 
magnitude of the flowing current. As a rule, the same orientation of the 
magnetization in the layers of the element is interpreted as "0", and the 
opposite direction of the magnetization of the layers, characterized by a 
high resistance of the element is interpreted as "1". 

One of the shortcomings of the memory is that the induced magnetic 
field may overlap the adjacent cells on the small area if the sizes of the 
chips will reduce. As a result it leads to the possible errors of the writ-
ing. But IBM researchers have demonstrated the MRAM devices with 
the access time about 2 ns, what is much better than most "advanced" 
DRAM, built on the latest technological processes. The advantages in 
comparison with the flash memory are more significant. 

• FeRAM memory. This type of memory is similar to the DRAM, 
but it uses the ferroelectric layer instead of the dielectric layer to provide 
the energy independence and have the same functionality as the flash 
memory. 

Among the advantages of the FeRAM with respect to the flash mem-
ory we may note the low power consumption, more fast the writing of 
the information and the more great maximum number of the rewrite 
cycles. 

The main determining factor of the cost of the memory system is the 
density of the component placement. The limitation from below in the 
process of scaling is one of the basic points of the comparison, what is 
typical for all technologies in general.  

For DRAM memory it is the problem even at 55 nm technology be-
cause at this size the amount of the charge stored by the capacitor be-
comes too small. For the FeRAM memory the additional restriction on 
the size is that the material loses its ferroelectric properties with a strong 
decrease.  

• PCRAM memory. This type of memory is based on the change of 
the phase states of the active region. The information is stored in the 
atomic structures of the materials having two possible states: amorphous 
and crystal. To switch the phase states it is necessary to use the voltage 
pulse or the electric current to melt the material. 

The main shortcoming is the necessity of the energy transfer to heat 
the memory elements to several hundred °C, but with the size reduction 
the level of the power consumption will decrease. 
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The density of the placement of the elements is very high: only a few 
atoms are needed to create the cell that can change the state from crys-
talline to amorphous.  

Experts believe that the real value is 5 nm. This is almost 10 times 
less than in the flash memory. The PCRAM switching time can be up to 
1ns. However, the decrease of this parameter leads to the decrease of the 
stability of the material state. The optimum ratio of the speed and stabil-
ity is the main task of engineers. 

• ReRAM memory. This memory type is comparable to the 
PCRAM with respect to the scale of the bit storage elements. Unlike the 
PCRAM in the ReRAM the electrochemical reaction is used instead of 
changing the phase state under the acting of the heat.  

When the high voltage is applied to the crystal then the bonds hold-
ing the oxygen atoms begin to break down. The oxygen generates the 
"holes" and the free electrons which become by carriers. The "holes" 
tend to form narrow rows of the conductive channels in the crystal.  

The reverse voltage returns the oxygen and the material again be-
comes by the dielectric. Such transitions create the stable memory 
states, which vary only under the action of the corresponding values of 
the defined voltage polarity. 

The ReRAM memory is a high-speed technology with low power 
consumption. The memory chip with an area of one square centimeter 
can storage 500 GB of the information, in the future the amount of the 
data of one chip can be extended up to 1.5 TB. 

• MRM-memory. In the track memory the bits are stored in the form 
of very small size of the magnetization domains (almost like a hard 
drive). The electric current moves the domains passing through the fixed 
reading and writing elements.  

The process speed reaches 200 m/s, what is equivalent to the reading 
time about tens of nanoseconds. This may be compared with the current 
types of the memory, but the advantage of the track memory is its ca-
pacity.  

The use of the three-dimensional configuration of the nanowires will 
allows to store the number of bits which is hundred times more in com-
parison with the flash memory on the same area. 

The increasing of the level of the integration and the operating speed, 
the decreasing of the price and the reduction of the energy consumption 
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are the stable tendencies in the development of the memory devices with 
the use of the modern nanotechnology.  

However, the achievement by the elements of the nanoelectronic de-
vices of the dimensions which are compared with the molecular, sizes is 
constrained by a set of the physical and technological limitations. 

The proposed table compares the characteristics of the existing types 
of the memory and the information storage technologies with the cha-
racteristics of the MRM memory type and other relatively new technol-
ogies expected in the coming years. 
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SRAM 1 2–100 2–100  500 2 1015 1015 – 

DRAM 1 6–40 6–40  800 2 1015 1015 – 
NOR 

FLASH 
2 70 2×104 80 160 1015 105 10 

NAND 
FLASH 

2 104 105 30 65 1015 105 10 

HDD – >2×106 2×106 1000 – – – 4–6 
Field 

MRAM 
1 3–30 3–30 200 50 1015 1015 10 

Spin 
MRAM 

1 10–20 3–30  100 2 1015 1015 10 

PCRAM >1 50 100 50 100 1015 1012 10 
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CONTINUED TABLE 7.1 

FeRAM 1 50 50 20 2 
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Therefore, the basic concept is changed: instead of the transport of 

the electron and hole charges, having the properties of the classical par-
ticles, the use of the state changes and regularities determined by the 
wave nature of the electrons (spin state of the electrons, tunneling, the 
interaction of the wave functions, and so forth.). 
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G L O S S A R Y  

 
Atomic elec-
tronic orbital 

State of an electron in an atom, characterized by 
certain values quantum numbers ln  ,  and m , that is 
a certain size, shape, and the orientation in space of 
the electron clouds. 

Diamagnetics Each electron creates its own magnetic field due 
to its spin. The direction of this field is determined by 
the direction of the spin, so that the magnetic fields 
formed by two paired electrons cancel each other. 

This is due to the fact that according to the Pauli 
principle the atom can not have two electrons whose 
four quantum numbers would be equal. 

From this it follows that each atomic orbital, 
which is characterized by defined values n, l and m,  
may be occupied by no more than two electrons 
whose spins have opposite directions (such electrons 
are called paired), unlike the single (unpaired) elec-
tron occupying any orbital. 

Substance, the atoms or molecules of which do 
not have a permanent magnetic moment under the 
acting of the external magnetic field, is called the 
diamagnetic. The diamagnetics do not create their 
own magnetic field, since they contain only the paired 
electrons. In particular, this occurs in the atoms, ions 
and molecules with the completely filled electron 
shells, such as the inert gases.For the diamagnetics 

1, 0     (for example, silver, copper, bismuth), so 
that they do not significantly weaken the magnetic 
field (see Ferromagnetic). 

Dioxides Dioxides are the compounds of the elements with 
the oxygen. For the elements with variable valence it 
is shown in parentheses by the Roman numerals and 
defines the valence of the element in this oxide. 

For example CaO according to the International 
nomenclature is called the calcium oxide, and the 
compounds  2Cu O  and CuO are respectively called 
copper oxide (1) and copper oxide (II). The oxides 
EO2 or EO3 are also called the dioxides and trioxides 
respectively (E – chemical element). 
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Electron 
formula 

The electron formula defines the electron con-
struction of the atom in which at first all states with 
the given value n are written in series and then it is 
necessary to write the states with higher value of n.  

The stable state of the atom is characterized by the 
least energy and consequently the electrons fill in the 
orbitals according to the order of increase their ener-
gy. The electrons fill in its sublevels according to 
Klechkovskii and Gunda rules. 

The scheme of the series infill of the electron 
energy sublevels in the atom is shown in Fig. A1.1. 

As an example we consider the electron formula 
of the titanium (Ti (Z = 22)): 

2 2 6 2 6 2 21 2 2 3 3 3 4s s p s p d s  

To characterize the electron construction the elec-
tron-graphical schemes are used. For example: 
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Electron layer The electron layer is the aggregate of the electrons 
placed on the one energy level which are characte-
rized by the same value of the main quantum number 
and form in the atom the electron clouds of approx-
imately same sizes. 

Electron shell The atom consists of the nucleus and electron 
shell. The electron shell is the aggregate of all elec-
trons in the given atom. The chemical properties of 
the given element depend on the construction of the 
electron shell. 

Energy band 
(zone) 

The successive increase of the number of the act-
ing atoms leads to the forming of the energy levels. 
The total number of levels will be equal to the number 
of acting atoms, Fig. A1.2. 
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N u m b e r  o f  a to m s  
Fig. A1.2. Distribution of the energy levels 

Thus the growth of the number of the atoms leads 
to the increase of the number of the permitted energy 
states. The distance between the neighbor energy 
levels decreases. If the number of the interacting 
atoms is not great then to transfer the electron from 
some energy level on the nearest higher level it is 
necessary to spend relatively great energy. 

If the number of the interacting atoms N is great 
then the neighbor energy levels are little differ so that 
the continuous energy band is formed. It means that 
the transfer of the electron on the nearest higher level 
may be realized by means of insignificantly energy. 

If such nearest level is not occupied by the elec-
trons then the electron which is placed on the previous 
level may move on the crystal under indefinitely small 
energy acting. 
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Energy level According to the quantum mechanic laws the 
energy of the electron bounded up in the atom, and 
consequently the energy of the atom as a whole is not 
arbitrary. It has the defined discontinuous row of 
values called the energy levels. This set of the “per-
mitted” energy values is called the energy spectrum of 
the atom. The bottommost energy level for which the 
energy of the atom is the least is called the basic level. 
The rest of levels corresponding to higher energy of 
atom are called the excited levels. 

From the quantum physics it follows that the 
energy level is the aggregate of the orbitals having the 
same value of the main quantum number n. 

The energy levels are designated by the capital let-
ters of the Roman alphabet: K, L, M, N, O, P and Q 
(sometimes the numbers are used: 1, 2, . . . , 7. The 
energy of orbitals increase if the number increase as 
well. 

Thus, the orbitals having the same values of n, 
near energy values and sizes form one energy level. 
The electron clouds having the various geometrical 
shapes may be placed on the one energy level. The 
total number of orbitals on the one energy level equals 
2n2. 

Energy sublevel The energy of orbitals which are placed on the one 
energy level and have the various shape is not the 
same: s p d fW W W W   . That is why on the one 
level the different energy sublevels are chosen. 

The energy sublevel is the aggregate of orbitals 
which are placed on the one energy level and have the 
same shape. 

The orbitals of one sublevel have the same values 
of the main n and the orbital l quantum numbers but 
differ by the orientation (direction) in the space. It 
means that they differ by the values of the magnetic 
quantum number m. 

The sublevels are designated by the small letters: 
 s sublevel (l = 0, m = 0) has one orbital; 
 p  sublevel (l = 1, m = –1, 0, +1) has three 

orbitals; 
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, 
  d sublevel ( 2 ,1 ,0 ,1 ,2 ,2  ml ) 

has five orbitals; 
 f sublevel (l = 3, m = –3, –2, –1, 0, +1, +2, 

+3) has seven orbitals. 
Thus, the number of orbitals on the sublevel 

equals 2l + 1. 
Ferroelectrics Ferroelectrics are the substances which have the 

spontaneous polarization in the certain temperature 
range and the hysteresis of the dependency of the di-
pole electric moment from the electric field intensity. 

Microscopical cause of the ferroelectric phenome-
nons is the presence of the atomic or molecular di-
poles within substance which are oriented according 
to the external electric field and remain oriented after 
its switching off. 

Switching over to the opposite direction of the 
electric field leads to the inverse orientation of the 
dipoles. 

In the ferroelectrics the dipole is formed by dis-
placement in the elementary cell of the atoms of the 
one kind having two stable positions with respect to 
the atoms of another kind (see section 7.5).  

So the positively charged ion Ti in the barium ti-
tanate has two equivalent stable positions in the lat-
tice with respect to the ions of the barium and oxy-
gen. 

Thus the elementary dipole oriented in the respec-
tive direction is formed. In the case of spontaneous 
polarization the dipoles in all cells have the random 
direction.  

When the ferroelectric is placed in the electric 
field then most of dipoles are formed up mainly in 
one direction which is kept after switch off the exter-
nal electric field.  

Ferroelectrics are used in the ferroelectric transi-
tions to create the devices of the nonvolatile memory. 

Ferromagnetics Under the action of the external magnetic field the 
dipoles are oriented in the field direction and increase 
the magnetic induction from B0 to B1 and the magnetic 
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flux from 0  to 1 . The increment of the induction 
B is called the magnetization J. 

In all substances (with the exception of ferromag-
netics) the magnetization is directly proportional to 
the field intensity: 

HJ 0 . 

Here χ is the magnetic susceptibility; μ0 is the 
magnetic constant equaled 7104  H/m. 

The magnetization J of the ferromagnetics is not 
proportional to the magnetic field intensity H and at 
its great values tends to the maximum value. The 
considered above formula is not correct because in 
this case the magnetic susceptibility and the magnetic 
permeability are not the constant values. 

The dependency between the magnetic induction 
B and the magnetic field intensity H is described by 
means of the normal magnetization curve, Fig. A1.3.  

B

H



H  
Fig. A1.3. The dependencies of the magnetic induction B 

and the magnetic permeability µ from the magnetic 
field intensity H 

In general case the magnetization curve of the fer-
romagnetic represents the hysteresis loop for which 
two values of the magnetic induction correspond each 
value of the magnetic intensity/ It depends on the 
increase or decrease of the magnetic field intensity, 
Fig. A1.4. 
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Fig. A1.4. The normal magnetization curve 
of the ferromagnetic 

The value of the induction RB  which is retained at 
H = 0 is called the residual induction. The magnetic 
field intensity cH  for which the induction equals zero 
is called the coercive force. There are the ferromag-
netics with the narrow and wide hysteresis loop. In the 
first case the value of the coercive force is less than in 
the second one.  

The substances with 1 , 0   (for example 
the iron, cobalt, nickel) are the ferromagnetics because 
the magnetic field in these substances essentially 
increases unlike the diamagnetics for which 

1, 0    . 
Filamentary 

model of 
switching 

 

The filamentary model of the memristor 
represents the model of the structure metal/ dielectric 
(insulator)/ metal (MDM or MIM) for which the resis-
tive switchings in the active layer from the high resis-
tance state (HRS) into the low resistance state (LRS) 
are realized by means of the forming of the filament 
channels consisting of the oxygen vacancies and 
providing the current flow. In this case the conduc-
tance of the active region is confined by the fila-
ment(s). It means that the switching occurs locally 
within the filament. 

The value of the resistances OnR  and OffR  in this 
case practically not depends on the area of the MDM 
structure. 
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Forbidden band Crystals of some substances (not metals) do not 
have the noticeable electronic conductivity and are 
the dielectrics (insulators). In this case too, the forma-
tion of the continuous energy bands is possible, but 
the conduction band is separated from the valence 
band by means of the so-called forbidden band, hav-
ing the significant energy gap ,W  Fig. A1.5 a. 

The energy of the thermal motion (or the weak 
electric field) is insufficient to overcome this gap, and 
the electrons do not pass from the valence band to the 
conduction band. Thus, in the dielectrics the electrons 
can not move freely through the crystal and serve as 
the carriers of the electric current. 

The semiconductors have the specific properties 
because they are distinguished from both the metals 
and the dielectrics. 

At low temperatures, their resistance is very large, 
and in these conditions they have the properties of the 
insulators. 

However, the electrical conductivity of the semi-
conductors increases sharply and can reach the values 
comparable with the conductivity of the metals under 
the heating or in the presence of a relatively large 
electric field. 

Like dielectrics, the valence band is separated 
from the conduction band by the forbidden zone 
(Fig. A1.5, b), however, the width of the forbidden 
band W  is small in the case of the semiconductors, 
and in certain cases, the electrons that occupy the 
upper levels of the valence band can pass on in the 
conduction band and take part in carrying electric 
current. 

When the electrons pass on in the conduction 
band then not fully occupied by the electrons the 
energy levels occur in the valence band the so-called 
electron vacancies or "holes." In the electric field, 
such holes behave as the positive electric charges. 
Therefore, the transfer of the current in the semicon-
ductors can be carried out by the electrons of the 
conduction band (n-conduction.) and holes of the 
valence band (p-conductivity). 
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Fig. A1.5. Forbidden band: а is the dielectric;  
b is the semiconductor 

Giant magneto-
resistance 

One of the main effects of spintronics is the giant 
magneto-resistance discovered in the magnetic multi-
layers (multilayer magnetic films) and the granular 
magnetic structures. 

Magnetoresistance effect H  is the relative 
change of the electrical resistance when a magnetic 
field is switched: 

( ) (0),
( )H

H
H

 
 


 

where )0( is the electrical resistance in the absence 
of the field, )(ρ H is the electrical resistance in the 
field H. 

Previously the magnetoresistance was studied in 
massive materials, where the length of the magnetic 
inhomogeneities greatly exceeded the length of free 
path of the electrons, that is the distance to the colli-
sion. 

In the multilayers such as Fe/Cr, the ferromagnet-

ic layers Fe of the thickness ~ 
0

30 A  

(
0

101 10 m 0,1 nmA   ) alternated with the non-
ferromagnetic layers of the chromium Cr of the  
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thickness 

0
189 A . It was found that the magnetic 

moments of the Fe atoms within one layer are parallel 
and the magnetic moments of the adjacent layers Fe 
are oriented antiparallel. In a magnetic field which is 
greater than the saturation field sH  and applied in the 
plane of the layers, the antiferromagnetic exchange 
coupling is destroyed and all the magnetic moments of 
the Fe atoms occur parallel each other. 

As a result, the electrical resistance decreases 
sharply, that is, there is the colossal magnetoresis-
tance. 

Fe

Fe

C l
Fe
C l
Fe
C l

H  = 0 H  =  H s
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Gunda rule Gunda rule defines that a stable state of the atom 

corresponds to such distribution of the electrons with-
in the energy sublevel for which the absolute value of 
the total spin (the sum of the spin quantum numbers) 
atoms is a maximum. 

It should be noted, that the Gunda rule does not 
forbid the other distribution of the electrons, it merely 
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 states that the maximum value of the total spin of the 
atom corresponds to the stable state (unexcited state) 
in which the atom has the lowest possible energy. 

For any other distribution of the electrons the 
energy of the atom will be more value, so it will be 
excited (unstable) state. 

For example, for the carbon atom (Z = 6) the elec-
tron formula is given by the form 2 2 21 2 2s s p . Howev-
er, this formula could match any of the three distribu-
tions: 

21s 22s 22 p 21s 22s 22 p 21s 22s 22 p

 
According to the first scheme, the two 2p-

electrons are in the same orbital. It means that their 
magnetic quantum numbers have the same value, and 
the spins are oppositely directed. 

Second circuit means that the two 2p-electrons are 
at the different orbitals (they have the different values 
m) and have oppositely directed spins. 

From the third scheme it follows the two 2p-
electrons correspond to the different orbitals, but their 
spins have the same direction. 
Analysis of the atomic carbon spectrum shows that for 
the unexcited atom of the carbon the last scheme is 
correct because the value of the total spin is a maxi-

mum and equal to 1 



  1

2
1

2
1

. 

Impurity con-
ductance 

It is known that the most important semiconductor 
materials are the germanium and silicon. 

The atoms of these elements have four electrons on 
the external orbital which form the valence bond with 
the electrons of the neighbor atoms. 

If the thermal energy (as an example) is applied to 
the material then interatomic bonds in the lattice lose 
the electrons so that the positive charge is formed. The 
place in the lattice where the electron is absent is 
called the “hole”. 

In the pure semiconductor the conductance of 
which is defined by the thermal excitation the same 
number of the electrons and holes moves in the oppo-
site directions. 



270 

 The electrons lose the energy and are grasped by 
the holes. This process is called the recombination. 

At the constant temperature the recombination 
speed and the formation speed are the same. It means 
that the product  of the concentration of the electrons 
n_ and holes n+ is the constant value equaled 





 
 kT

Wnnn exp0
 

where n0 is the coefficient of proportionality which 
characterizes the number of the atoms in the lattice per 
the volume unity, k is Boltzmann constant equaled 

231.38 10  J/K, W is the distance between the 
valence and conductance band, T is the temperature in 
Kelvin (K). 

In the germanium the number of carriers equals 
13

3

12.5 10
sm

n    at the room temperature and the 

density of the atoms equals 22
3

14.4 10
sm

  

Thus approximately 109 atoms account for one 
pair of the charge carriers. 

The conductance of the semiconductor may be in-
creased by the addition of the atoms of other elements 
(doping process). If the impurities are introduced into 
the semiconductor lattice then the impurity conduction 
occurs (unlike the self-conductance). 

For example, if the quadrivalent germanium is 
doped by the quinquivalent arsenic (or the antimony, 
phosphorus) then the redundant free electron occurs in 
the location of the impurity atom.   

As a rule 105 – 106 atoms of the semiconductor 
lattice account for one atom of the impurity. 

The impurities which promote to the occurrence 
of the free electrons are called the donor impurities, 
energy levels of the donor impurities are located be-
low the conductance band (zone), Fig. A1.6. 

The impurity leads to the increase of the electron 
concentration (approximately 103 times) therefore the 
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concentration of the holes decreases at the same value 
that is 610n n  . 
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Fig. A1.6. Donor impurity provides the electron conduc-

tance of the semiconductor 

Since n n   then the electrons are called the 
basic carriers. In this case the germanium is called the 
semiconductor with electron conductance or the        
n-type semiconductor. The conductance of such semi-
conductor is provided by the electrons. 

The doping of the semiconductor by the elements 
with smaller valency also increases its conductance 
(for example the doping by the trivalent indium or 
gallium). In this case the redundant hole occurs in the 
location of the impurity atom. 

The impurities which decrease the number of the 
free electrons are called the acceptor impurities. The 
energy levels of the acceptor impurities are located 
above the valency band, Fig. A1.7. 

Such impurity leads to the increase of the hole 
concentration therefore the concentration of the elec-
trons decreases. 

Since n n  then the holes are called the basic  
carriers  and  such  semiconductor  is called the semi-
conductor with the hole conductance or thep-type 
semiconductor. 
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Fig. A1.7. Acceptor impurity provides the hole conductance 
of the semiconductor 

Interface model 
of switching 

In the interface model of the switching of the me-
mristor the conductive part of the active region is the 
uniform (homogenous) zone across the all area of the 
structure unlike the filamentary model where the 
conductive part is formed along the thin filaments. 

Ion implanta-
tion 

Ion implantation is the method of entering the im-
purity atoms into the surface layer of the film or the 
plate by means of the bombardment of the surface by 
the ion beam with the high energy (from 10 to       
2000 keV). 

The ions of the alloying substance at a certain 
depth come into collision with the electrons and nuc-
leuses of the target lose the energy and stop. If the 
type and the energy of the ions and the properties of 
the material are known, then the depth of penetration 
(or the track length) can be calculated. 

For the beams with the typical energies from 10 to 
500 keV the track length value reaches one micron. 

Due to many factors, the distribution of the intro-
duced substance in the surface is close to a Gaussian 
(normal) distribution. 

Ionization 
energy 

The energy of the ionization is the energy which is 
spent to separate the electron from the atom which is 
turned into the ion in this case. 

The most typical chemical property of the metals 
is the ability their atoms easily to send the external 
electrons and turn into the positive charged ions. The 
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 non-metals have the ability to join the electrons and 
turn into the negative ions. 

The energy of the ionization may be defined by 
means of the bombardment of the atoms by the elec-
trons accelerated in the electric field. The least voltage 
of the electric field when the speed of electrons is 
sufficient to ionize the atoms is called the potential of 
ionization of the given element atoms and is measured 
in volts. 

The energy of electrons is expressed in electron-
volts (eV). The value 1 eV is the energy obtained by 
the electron in the accelerating electric field with the 
difference of potentials of 1V (1 eV = 191,602 10 J). 

The energy of ionization expressed in electron-
volts is numerically equal to the ionization potential 
expressed in volts. If the sufficient energy is applied to 
the atom then two, three and more electrons may be 
separated from the atom. It is said that the separation 
energy of the first electron from the atom is the first 
potential of ionization. By analogy the second poten-
tial of ionization may be found. The successive mov-
ing away of the electrons from the atom leads to the 
increase of the positive charge of the forming ion. 
That is why to separate each next electron from the 
atom it is required the greater value of the energy. As 
a rule, the element has the greater “metallic” proper-
ties in comparison with another element if its potential 
of ionization is less than the potential of another ele-
ment. 

Klechkovski 
rules 

Klechkovski rules determine the sequence of fill-
ing up of the electron orbitals. 

The first rule states: if the charge of the atomic 
nucleus increases then the sequential filling up of the 
electron orbitals begins from the orbitals with the 
lower value of the sum of principal and orbital quan-
tum numbers (n + l) to the orbitals with the great value 
of this sum (structure of e-formula). 

The second rule states: if the value of the sum     
(n + l)  is  the same  then  the  filling up of  the orbitals 
exists consistently in the direction of increasing value 
of the principal quantum number n. 
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 For example, in the case of (n + l) = 5 at first the 
sublayer 3d (n = 3) must be completed, then the sub-
layer 4p (n = 4) and finally the sublayer 5s (n = 5). 

Magnetic quan-
tum number 

The magnetic quantum number m characterizes 
the orientation of the electron orbital plane in space 
and takes (2l + 1) different values, where l is the orbit-
al quantum number. 

The orbital momentum (impulse) M


 of the elec-
tron around the nucleus is represented by the vector 
the allowed direction of which is determined by the 
values of the magnetic quantum number m. 

This means that the projection of the vector M


 on 
a certain chosen direction  z (for example on the direc-
tion of the electric or magnetic field) for the given 
l may assume 2l + 1 different values: 

llz mhM



2  

where , 1,...,lm l l l    is the magnetic quantum 
number. 

The possible values of the quantum numbers for 
several levels of the atom energy are shown in 
Fig. A1.8. 
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Fig. A1.8. The possible orientations of the electron orbitals 
 

Magnetic tunnel 
junction 

Magnetic tunnel junction (MTJ) consists of a very 
thin dielectric layer (about 1 nm) sandwiched between 
two magnetic layers. Each of the magnetic layers has 
its own magnetic field vector. 
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The upper magnetic layer is called the free layer; 
it may change the vector of its field. The magnetic 
layer of the base is called the fixed layer, the vector of 
its magnetic field is blocked and does not change. 

The direction of the magnetic field vector of the 
free layer determines the state of the bit as a logical 
zero or one. 

If the vectors of the free layer and the fixed layer 
are oriented in the same direction, then the resistance 
MTJ structure is a low. 

If the vectors are antiphase with respect to each 
other (opposite direction) then the resistance of the 
MTJ structure is a high. 

 
Magnetic tunnel junction is used to create the 

magnetic random access memory. The value of the 
MTJ transition resistance determines whether the 
resistance of the cell will read as "0" or "1", when the 
read current passes through the cell. 

Memristive 
systems 

The concept of the fundamental element, called 
the memristor [19] is described with the help of such 
fundamental variables of the electrical circuit as the 
charge and magnetic flux: 

( ) [ ] ( )t M q q t  . 
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Since the values Ф and q may be defined through 
the time integrals  with respect to the voltage 

( ) ( )t u t dt    and the currents ( ) ( )q t t dt   then we 
may obtain 

( ) [ ] ( )u t M q i t . 

In the latter case there is no need for a physical in-
terpretation of the magnetic flux. 

Introduced in [20] ratios can be generalized to any 
class of the two-terminals memristive systems, whose 
resistance depends on the internal state variables. 

Let’s assume that X


 is the vector of the state va-
riables describing the internal state of the system: 

 T1 2, ,..., nX x x x


, 

u(t) and y(t) are the two main variables (the current, 
the charge, the voltage or the flux) that define the 
input and output of the system. Then we can define 
the generalize class memristive systems of the n-th 
order, controlled by the voltage: 

 ( ) , ( ), ( ),y t g X u t t u t


       , ( ), ,dX f X u t t
dt


 

 

where ( )g  and ( )f   are the continuous n-
dimensional functions. 

For the given initial value 0 0( )u t t u   these eq-
uations have a unique solution. 

Let’s consider the particular case of this system. 
Let the memristive system of the n-order, controlled 
by the current, is given by the equations: 

 ( ) , ( ), ( ),u t M X i t t i t


       , ( ), ,dX f X i t t
dt


 

 

where, as before, the vector X


represents n internal 
state variables, i(t) is the current flowing through the 
device, v(t) is the voltage at its terminals, M is the 
memristance of the system. 
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 A particular case of such memristive system is the 
device controlled by the charge q(t) when the value M 
depends on only the charge: 

( ) [ ( )] ( ),u t M q t i t              ( ).dq i t
dt

  

Note that these equations represent one-
dimensional case 1( )x x q  , describing the memris-
tive device. 

Mobility of car-
riers 

The electronic conductivity is determined by the 
presence of the mobile charge carriers that move 
under the influence of the electric field. The negative 
charges move from the negative to the positive pole 
and the positive charges move in the opposite direc-
tion, so that the total current is the sum of currents 
caused by two kinds of carriers: 

.I I I    

The ratio of the number of the mobile charge car-
riers N to the volume V determines the density of the 
charge carriers n as 

.Nn
V

  

The number of the mobile charge carriers N may 
be found by the following way. Let’s assume that S is 
the cross-section of the conductor, v  is the speed of 
the movement of carriers (drift velocity). Then we can 
find the value N in the time t : 

N n S v t  . 

If each carrier  has a single elementary charge 
(which is not necessarily for the ions), then the car-
ried charge is equal to: 

,Q Ne n ev S t     
where e is the elementary electric charge, equal to 

191.602 10 Cl. 
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 The current produced by the charge carriers is 
given by the expression: 

QI n ev S
t


 


 

and the current density is 

.I n ev
S

    

Since the magnitude of the current depends on 
the resistance of the conductor, we can write 

ρ
ρ

1                           γ γ δ ,
ρ ρ

U l US UI R E
R S l l

ES ES S

     

    

 

where γ  is the conductivity, E is the electric field 
intensity, l is the length of the conductor. Thus, the 
current density δ  is proportional to the intensity of 
the electric field. 

Obviously, the drift velocity of the carriers can be 
defined as 

.Ev
ne ne
 

   

Then, the mobility of the charge carriers μ  is de-
termined by the ratio of the drift velocity to the elec-
tric field intensity: 

.v
E ne


  

 
The meaning of the product ne can be understood 

by considering the ratio 

V
Qe

V
Nne 

 
which determines the spatial charge density. 



279 

Since the dimensions v  and E are m
s  and V

m  

respectively, then the dimension of the value μ  is 

equal to  
2m

V s . 

Orbital quan-
tum number 

The Orbital quantum number l characterizes the 
geometric shapes of orbitals and takes the integer 
values from 0 to n – 1. 

Orbitals, for which l = 0 have a spherical shape 
and are called s-orbitals. They are located on all ener-
gy levels, and on the first (K) level, there is only s-
orbital. 

Orbitals, for which l = 1 have the shape of an 
elongated eight and are called p-orbitals. They are 
located on all energy levels, except the first one. Or-
bitals, for which l = 2 are called d-orbitals. Their 
filling up by the electrons begins from the third energy 
level, etc. 

Oxidation / re-
duction 

The process of the return of the electrons, which 
is accompanied by an increase in the degree of oxida-
tion of the element, is called the oxidation. The 
process of the joining of the electrons, which is ac-
companied by a decrease in the degree of oxidation of 
the element, is called the reduction. 

The reaction that result of which is the change of 
the degree of the element oxidation is called the redox 
reaction. 

For example, the redox reaction  

22Na Cl 2NaCl,   

passes two stages: 
• oxidation of sodium 

Na Na ,    2Na Na 2 ;e e        

• reduction of the chlorine 

2Cl 2 2Cl .e    

From equations reduction and oxidation processes 
it can be seen that one chlorine molecule, reducing, 
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joins two electrons and the oxidation of two sodium 
atoms is accompanied by a return of two electrons. 

In this example, the sodium is a reducing agent 
(he gives two electrons to reduce the chlorine), and the 
chlorine is the oxidant (it takes two electrons for the 
oxidation of the sodium). 

The number of electrons given by the molecules 
(atoms, ions) of the reducing agent equals the number 
of electrons attached by the molecules (atoms, ions) of 
the oxidant. 

Obviously, one molecule of the chlorine (Cl2) can 
oxidize two sodium atoms. 

Pauli principle According to the Pauli principle the atom can not 
have two electrons, in which all four quantum num-
bers n, l, m and s coincide. Using the Pauli principle 
we can calculate the maximum number of electrons 
which can be located at different energy levels and 
sublevels in the atom. 

The maximum number of electrons in each energy 
level is equal to 2n2. Thus, the K-layer has two elec-
trons ( 22 1 2  ), the L-layer has eight electrons 
( 22 2 8  ), the M-layer has 18 electrons ( 22 3 18  ) 
etc. It should be noted that the obtained numbers 
coincide with the same number of the elements in the 
periodic table that is the arrangement of the elements 
in the periodic table corresponds to the electronic 
structure of their atoms. 

Phase transition Phase transition is the unique property of some 
substances: at the heating they may switch between 
two states: crystalline and amorphous. 

Crystalline and amorphous states have essentially 
different values of the resistance/ It property is used 
to store the information in the respective memory 
devices. The amorphous state has high resistance 
unlike the crystalline state which has essentially low-
er resistance. Such type of the substances is called the 
chalcogenides. These substances are used in the com-
bination with the germanium, antimony (stibium) and 
tellurium (GeSbTe) or in the abbreviated form as 
GST. 
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Polarization Polarization is the appearance of the electric di-
pole moment in the atoms and molecules. In the 
electric field the centers of the positive and negative 
charges of the atoms and molecules are displaced and 
as the result the atoms and molecules have the elec-
tric dipole moment which depends on the value and 
direction of the electric field. 

The dipole moment occurs as the result of: 
 displacement of the charges in the atoms 

(electron polarization); 
 displacement of the ions (ion polarization); 
 rotation of the dipole molecules (rotary pola-

rization). 
There is the linear and nonlinear polarization of 

the dielectrics. In the first case the dipole moment is 
proportional to the applied electric field. In the second 
case the hysteresis of the dependency of the dipole 
electric moment from the electric field intensity. 

Principal 
(main) quantum 

number 

Spectroscopic measurements show that the energy 
of the electrons in the same shell ( ,... , , MLK ) differs 
slightly, due to the difference in the shape and loca-
tion of their orbitals, which can be classified by means 
of the quantum numbers. 

The principal quantum number n determines the 
possible energy states of an electron and assumes the 
integer values 1, 2, 3, ... 

When n = 1 the electron has the lowest energy, 
and with the increase of n the electron energy increas-
es, that is we can say that the quantum number n 
describes the average distance of the electron from the 
nucleus. 

Therefore, the electron state characterized by a de-
fined value of the principal quantum number, is called 
the energy level of the electron in the atom. 

At sufficiently great n ( n ) the atom energy 
pW  becomes equal to the potential energy of the 

electron, infinitely removed from the nucleus: 
p nW U . If W W  (free movement) the conti-

nuous spectrum is obtained which corresponds to the 
separation of the electron from the nucleus (the ioni-
zation of the atom). 
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 When W W the discrete levels of the energy 
are highly thickened and their number becomes infi-
nitely large near the ionization boundary. The energy 
required to remove the electron from the nucleus is 
determined as 1W W W   and represents the ioniza-
tion energy. 

The principal quantum number determines the 
size of the electron “cloud”: the large size of the elec-
tron cloud corresponds to the more high energy of the 
electrons in the atom and, therefore, more value of the 
principal quantum number n. 

Silicon dioxide The silicon dioxide 2SiO  is the most stable sili-
con compound. It occurs in both the crystalline and 
the amorphous form. 

The crystalline silicon dioxide exists in nature 
mostly as the mineral quartz. 

 The transparent colorless crystals have the form 
of the hexagonal prisms with the hexagonal pyramids 
at the ends. 

The crystalline silicon dioxide is very solid and 
melts at 1728° C, turn into the colorless liquid. 

If this liquid is cooled then the transparent glassy 
mass of the amorphous silicon is obtained. 

The crystals of the high-purity silicon having a 
minimum number of the structural defects are charac-
terized by very low conductivity. The impurities and 
violations of the structure sharply increase its conduc-
tivity. 

This property is used in the semiconductor tech-
nology, particularly when creating the nonvolatile 
memory such as PCRAM. 
The semiconductor silicon-based devices can with-
stand heating up to 250° C, which expands the area of 
their application. 

Spin quantum 
number 

Spin quantum number s characterizes the orienta-
tion of the own rotation of the electron with respect to 
the direction of its orbital rotation. The possible values 
of s are equal to 1

2 and minus 1
2 .  

The positive value corresponds to the same direc-
tion of the own and orbital rotation. The negative 
value corresponds to the opposite their direction. 
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 The values of the angular moment of the electrons 
rotating to the left or to the write differ by the value 

e 2
hM    according to the bohr quantization condi-

tion 
2π
hM n . It means that the angular moment of 

the electron rotating around the nucleus is divisible by 
Plank’s constant divided by 2π . 

Thus the own spin angular moment of the electron 

is equal to e
1 .
2 2 2

h hM s  
 

 

Spintronics Spintronics is the section of the quantum electron-
ics studying the so called spin polarized transport 
(spin polarized current) in the solid-state substances 
(particularly in the heterostructures ferromagnetic-
paramagnetic or ferromagnetic- superconductor type). 

In such structures the source of the spin- polarized 
electrons is the conductive ferromagnetic which in the 
magnetized state has the spontaneous spin order of the 
charge carriers. In the ferromagnetic semiconductors 
the level of the spin polarization are higher (up to 
100%) than in the metals (up to 10%).  

In the external magnetic field the Zeeman splitting 
of the conductance band is possible/ In this case two 
zeeman energy sublevels are formed. 

If the spin- polarized electrons are injected in such 
semiconductor then the controlled transitions on both 
upper and lower levels are possible. In this case it is 
the possibility to create the population inversion and 
the generation of the coherent electromagnetic radia-
tion with the control of the frequency by means of the 
magnetic field.  

Standing wave If two waves spread simultaneously in the same 
medium in the opposite directions then the standing 
wave is formed. At the same time it is assumed that 
these waves have about the same amplitudes, frequen-
cies and wave lengths. 

For example the standing waves occur at the addi-
tion of the incident wave (one-dimensional case is 
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considered) and the reflected one. The equation of the 
incident wave in this case may be written in the form: 

inc max sin 2π
λ

t xu U
T
   
 

, 

and the reflected wave is given by the expression: 

ref max sin 2π
λ

t xu U
T
   
 

, 

where x is the one-dimensional coordinate of the 

distance, 2πβ
λ

  is the phase coefficient. 

Then the resulting wave is written in the form: 

inc ref

max

( , )
         [sin(ω β ) sin(ω β )]
u x t u u

U t x t x
 

   

 

The sinus addition theorem gives; 

max

max

( , ) [sin cos cos sin
                   sin cos cos sin ]
                                        2 cos sin

u x t U t x t x
t x t x

U x t

     

     

  

 

This expression defines the sinusoidal oscillation 
with the amplitude max2 cosU x  which depends on 
the distance x.  

At the defined values of x (in the several points) 
the amplitude equals 2 maxU  but at other defined val-
ues of x it is equal to zero. These points are the fixed 
on the x axis and are placed one after another on the 

distance equaled 
2
 . 

The points in which the amplitude always equals 
zero are called the wave nodes and the points where 
the amplitude is always equal to max2U  are called the 
wave loops. 

If the medium has the confined size l then the 
standing wave is formed only in the case when the 
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value l is multiple to the integer of the half wave

2


, 

Fig. A1.9. 

x

u

Wave loops

Wave nodes

mU2

2


 
Fig. A1.9. The voltage standing wave 

(one-dimensional case) 

State variable Any dynamical system is described by the system 
of differential equations of the first order in the state 
space. 

For example, in the two-dimensional case the sys-
tem of equations is written in the form: 

1
1 1 2( , ),dx f x x

dt
         2

2 1 2( , ),dx f x x
dt

  

where x1 and x2 are the state variables that uniquely 
characterize the behavior of the dynamic system. 

As a rule, the variables which are clearly asso-
ciated with the energy of the system are selected as the 
state variables. 

For example, in the electrical and electronic cir-
cuits the state variables are the current in the inductive 
coil ( )Li t  associated with the magnetic energy, and 
the voltage across the capacitor ( )Cu t  associated with 
electrical power. 
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 The number of the state variables determines the 
number of the first order differential equations the 
solution of which represents the time functions of 
change of these variables.  

To model the processes in the ReRAM memory 
cell the thickness of the titanium dioxide is used as the 
state variable which is changed in the time depending 
on the applied voltage (see section 2.1). In this case 
the state equation is written in the form: 

( ).dw f w
dt

  

To model the processes in the PCRAM memory 
cell the temperature T and the crystallization coeffi-
cient yC  are used as the state variables and the state 
equations are written in the form: 

),,(1 xCTf
dt
dT


       

).,(2 x
x CTf

dt
dC


 

Stoichiometry In the stoichiometric compounds the chemical 
elements present in the strictly defined ratios (the 
compounds of the stoichiometric composition). For 
example the water H2O is the stoichiometric com-
pound (and practically all organic compounds). 

If the deviations (infringements) from the stoichi-
ometric law are observed then such substances are 
called nonstoichiometric ones. So the titanium oxide 
(II) has the alternate composition in which from 0.65 
up to 1.25 oxygen atoms may account for one atom of 
the titanium. 

Titanium dio-
xide 

Titanium atom has two electrons in the outer 
layer, and in the second outside layer has 10 electrons, 
the two of which are located on the d-sublayer. There-
fore, the most characteristic the degree of the oxida-
tion of the titanium is equal to +4. 

The titanium dioxide TiO2 (rutile) is the white re-
fractory material, widely used in the industry, particu-
larly in nanoelectronics. 

The  fusion of the TiO2 with the  ВаСО3  gives the  
barium titanate ВаTiО3. This salt has a very high 
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dielectric constant and, in addition, has the ability to 
the deform under the action of the electric field. It is 
also used in nanotechnology. 

Transition met-
als (transition 

elements) 

Transition metals are the elements of the second 
subgroup of Periodic system of the chemical elements 
which contain the electrons in atoms on the d- and f- 
orbitals. 

The peculiarities of the transition metals are de-
fined first of all by the electron structure of their 
atoms which is represented by the following formula:  

( 1) x yn d ns , 

where n is the main quantum number, d and s are the 
energy sublevels which are characterized by the value 
of the orbital quantum number: l = 0 for s-electrons 
and l = 2 for d-electrons. 

One or two electrons are located on the ns-orbital 
and the remaining valency electrons are located on the 
(n – 1)d orbital. 

Since the number of the valency electrons is es-
sentially less than the number of orbitals then the 
ordinary substances formed by the transition elements 
are the metals. 

The basic transition metals are shown in the table. 
The low values of the ionization energy of the 

atoms (7–8 eV) indicate on the relatively weak bond 
of the external electrons with the nucleus. That is why 
the transition metals in the formed compounds have 
the positive oxidability and are represented as the 
metals.  

However the essential distinction is between the 
metals of the main and the second subgroups. They 
are connected with the peculiarities of the electron 
structure: in the second external layer of their atoms 
there is d-sublevel which is not fully occupied by the 
electrons. 

To form the chemical bonds the atoms of the tran-
sition metals may use both the external electron layer 
(it takes place in the elements of the main subgroups) 
and the free d-orbitals of the previous layer. Therefore 
the alternate valency is more typical for the transition 
metals unlike the metals of the main subgroups. 
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*lanthanides  * *actinium series 

Vacancies Vacancies are the unoccupied nodes of the crystal 
lattice. The individual atoms or ions of the lattice have 
the energy which is higher than its average value at 
the given temperature. Such atoms oscillate more 
intensively than others and can move from one place 
to another, for example, from the lattice node into the 
place between the nodes. The unfilled place where he 
had previously been is called a vacancy. At any time 
moment the adjacent to the vacancy atom can move in 
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the vacancy place, created a new vacancy. Thus, the 
vacancies move from one place to another and are the 
carriers of the electric current. The vacancies may be 
formed by the so-called point defects in the crystal 
structure of the real crystals, when the spatial peri-
odicity of the internal structure of the crystal is dis-
turbed. 

Vacuum deposi-
tion 

Vacuum deposition is the deposition of the thin 
films in a vacuum by means of condensing from the 
vapor (gas) phase (physical vapor deposition). In this 
case the covering is obtained by direct condensation of 
the vapor of the deposited material. The following 
stages of the vacuum deposition may be chosen: 

• creation of the gas (vapor) from the particles that 
form the covering; 

• condensation of the vapor on the substrate and 
forming covering. 

The group of the vacuum deposition methods in-
cludes: 

• evaporation by means of the electron beam; 
• evaporation by means of the laser beam (pulsed 

laser deposition, pulsed laser ablation); 
• evaporation by means of the vacuum arc (ca-

thode arc deposition, Arc-PVD), in which the materi-
al is vaporized in the cathode spot of the electric arc; 

• molecular beam epitaxy; 
• sputtering, in which the initial material is 

sprayed by the ion stream bombardment on the sub-
strate. Magnetron sputtering is one of type of ion 
sputtering in the nanoelectronics technologies, which 
is used for obtaining conductive layers (metalliza-
tion). 

Valence The relation between the valence of the element 
and its position in the periodic system of elements was 
set by Mendeleev He also introduced the concept of 
the variable valence. With the development of the 
theory of the atomic and molecular structure the con-
cept of the valence get the physical justification. 

The general definition of the valency is the fol-
lowing. The valency of the element is ability its atoms 
to join with other atoms in the defined proportions. 
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Valence band 
and the conduc-

tion band 

In the metal crystal (for example, in the crystal of 
Cu) the atomic orbits of the internal electron layers 
(K, L, M) are practically overlap. We can assume that 
in this case, the continuous energy band is created 
only by the orbitals of the outer electron layer and 
filled by the electrons of this layer. In the crystal 
containing N atoms the initial atomic s-orbitals of the 
outer layer form the energy band consisting of the N 
levels. In this band N outer s-electrons of the copper 

atoms are located and occupy 
2
N

 energy levels (two 

electrons are in each level according to the Pauli 
principle). 

The totality of these levels occupied by the va-
lence electrons is called the valence band. In this 
case, the valence band occupies only half of the avail-
able energy levels. Unfilled levels form the conduc-
tion band. This means that the free levels, on which 
the electrons can pass on under acting the electric field 
are located in the vicinity of the upper occupied levels. 
This creates the possibility of the current transport by 
the electrons, providing the electrical conductivity of 
the metal, Fig. A1.2, a. 
In a crystal, such as titanium, the band consisting of 
the N levels is formed from the initial atomic s or-
bitals of the outer layer. But since each atom has two 
outer s electrons, then in this band the 2N electrons 
must be placed, so that all its levels will be fully oc-
cupied. However, under the interaction of the metal 
atoms not only the external s orbitals, but the exter-
nal p-orbitals are overlap. As a result, the continuous 
energy band also is formed, not filled by the electrons. 
The bands formed s- and p-orbitals are overlap as 
well, Fig. A 1.2 b. In this case, the conduction band 
containing the free energy levels, which immediately 
are adjacent to the valence band and therefore the 
considered crystal must also have high electrical 
conductivity. 

Although the Fig. A1.10 shows a sharp boundary 
between the valence band and the conduction band, in 
fact, this boundary is blurred, and as a result of the 
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thermal motion of the electrons they can pass from the 
upper levels of the valence band on the lower levels of 
the conduction band. The ability of these electrons to 
move freely through the crystal and to transfer the 
energy from one part of the crystal (heated) to another 
(cooler) is the cause of the high thermal conductivity 
of the metal. 

2
N

N

a

Conduction band

Valence band

 

b

Conduction band from
external p - orbitals

Valence band from
external s - orbitals

 
Fig. A1.10. Energy zones 

Wave function  In quantum electronics the wave function is de-
termined by the solution of the Schrödinger equation: 

.0),,(2),,( 2 





  zyx

r
czyx  
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In the coordinate representation the wave function 
),,...,,( 21 txxx n  depends on the coordinates of the 

system. 
The wave function has no the physical meaning, 

but the physical meaning is ascribed to the square of 

its absolute value 2
21 ),,...,,( txxx n , which is 

interpreted as the probability density   (for discrete 
spectra simply the probability is considered) of find-
ing the system in the position described by the coordi-
nates nn xxxxxx 0022011 ,...,,   at the time 
moment t: 

2
1 2( , ,..., , ) .n

dp x x x t
dV


       

Then, for the system described by a wave func-
tion, we can calculate the probability that the particle 
will be found in any area of the final volume of the 
configuration space: 

V V
p dp dV dV


        

ReRAM The nonvolatile memory based on the switching 
of the active layer placed between the two metal elec-
trodes from the state with high resistance value (HRS) 
into the state with low resistance value (LRS) and vice 
versa by means of the respective voltage levels ap-
plied to the active layer.  

These states are formed due to the reduction-
oxidation reactions (redox) in the oxides of the transi-
tion metals.  

The HRS and LRS states are the base of the in-
formation storage. 

PCRAM The nonvolatile memory based on the unique 
property of the chalcogenide which switches between 
the crystalline and amorphous states at the heating. 

These states differ by the resistance values which 
are the base of the information storage. 

The amorphous state having high level of the re-
sistance is used to store the binary number “0”. The 
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crystalline state having low level of the resistance is 
used to store the binary number “1”. 

MRAM The nonvolatile memory stores the information by 
means of the magnetic moments and is based on the 
magnetic tunnel junction effect (MTJ) which is pro-
vided by the wave character of the electron having the 
spin. It leads to the spin-depended tunnel effect. 

The memory cell (magnetic element) consists of 
the two ferromagnetic layers separated by the insula-
tor. 

 One of the layers is magnetized in the defined di-
rection (permanent magnet) and the magnetization of 
the second layer is changed under the action of the 
external magnetic field.  

The reading of the information (“0” or “1”) is car-
ried out by means of the measuring of the cell electric 
resistance (low or high values). 

FeRAM This type of the nonvolatile memory is based on 
the property of the ferroelectric to keep the permanent 
polarization after switching off the external electric 
field. It is the base of the information storage. 

The ferromagnetic is the material which has the 
hysteresis of the dependency of the electric moment 
from the electric field intensity.  

If the positive electric charge acts then the posi-
tive polarization of the ferroelectric occurs. As a result 
this state of the ferroelectric corresponds to the logical 
“0”. 

 If the negative electric charge acts then the in-
verse transition occurs that corresponds to the logical 
“1”. 

The base of the memory cell is the ferroelectric 
transistor and capacitor. 

CeRAM This type of the nonvolatile memory is one of the 
resistive memory type based on the quantum effects of 
the correlation of electron position (the name “Corre-
lated electron RAM” follows from here that is the 
memory with the correlated electron). 

The relationship between the energy of the cou-
lomb interaction U and the kinetic energy of the elec-
trons W defines the transitions metal/insulator/ metal. 
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It in one’s turn defines the resistance of all structure. 
If U > W then the structure has the conductive state. If 
U < W the structure becomes the insulator.  

Racetrack 
Memory 

It is one of new technologies of the data storage 
which is based on the spintronic effects. In particular-
ly the spin current is used to transfer the nanosized 
magnetic objects within the magnetic nanoconductors 
which may be placed aflat or upright (3D-
architecture).  

Under acting the spin current the domain walls 
move along the nanoconductor. If we compare with 
the well known moving magnetic tape on which the 
regions of various magnetization are located then the 
difference is defined by the motionless “tape” (nano-
conductor) but the regions of magnetization are 
moved. 

When the current passes through the magnetized 
material it becomes by the spin-polarized current and 
begins to turn round “small magnets” in some side. As 
a result the domain wall is shifted at that the direction 
of the shift for all walls is the same. If the nanocon-
ductor has some order of walls then they will move 
under the action of the spin-polarized current with the 
same speed. 

The memory cells which are the nanoconductors 
of the fixed length (about 200-300 nm). They are set 
on the silicon substrate above the individual reading 
and writing elements. These elements are formed on 
the base of the magnetic tunnel junctions. 

One of two possible directions of the magnetiza-
tion is chosen as “0” then the second direction will 
correspond “1”. 
If the set of the pulses of the spin-polarized current is 
applied to the nanoconductor then the domains will 
move and the change of the resistance on the reading 
element will fix the sequence of “0” and “1”. 

To write the information in the needed time mo-
ments the current pulses are applied to the writing 
element. They shift the domain walls in the nanocon-
ductor and rearrange the domain structure according 
to the written information. 
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It is necessary to note that in new applications of 
the spintronics the new concept “skyrmion” is intro-
duced. 

Skyrmions (topologically nontrivial configuration 
of the magnetic spin of a vortex-like structure) may be 
another basis for magnetic storage technology with the 
use of the Hall skyrmion effect. 

The modern hard drives for storing information 
use the magnetic domains whose minimum physical 
size of up to 100 nm. 

Skyrmions are more stable structures the size of 
which can be reduced to a few nanometers. It allows 
to increase considerably the data storage density. 
Skyrmion effect will be used in future spintronics 
applications such as the Racetrack Memory and the 
logic devices. 

NRAM  
(Nantero RAM) 

This type of the nonvolatile memory is one of the 
resistive memory type based on the use of the thin 
films as the memory cells on which the matrix of the 
carbon nanotubes are placed. 

 
 

The carbon nanotube is the tiny cylinder of 2nm di-
ameter. In the reset state the stick-like carbon nano-
tubes are separated from each other. When the voltage 
pulse of the defined polarity is applied to the cell they 
create the contact due to the Van-der-Vaals forces. 
Then the number of conductive ways between the 
electrodes increases (nanotubes are the conductors) 
and the resistance of the structure essentially decreas-
es. The voltage pulse of another polarity is used to 
break the conductive ways and the matrix of nano-
tubes has the high resistance state (HRS). 
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conductive statenonconductive state

 

The mechanical deformation of the nanotubes is 
low in the off state therefore they keep the nonconduc-
tive state and in that way the logical “0”is stored. 
When the voltage pulse of the respective polarity is 
applied to the upper electrode the nanotubes are at-
tracted and deformed and in that way the logical “1” is 
stored. 

 
 
 
 



_____________________________ A P P E N D I X  2  ___________________________ 

297 

S T A T E  O F  T H E  E L E C T R O N  I N  T H E  R E A L  A T O M  

The creation of the quantum mechanics occurs in the way of the ge-
neralization of the representation about the wave-particle duality of the 
photon to all objects of a microcosm and, above all, on the electrons. 

Corpuscular photon properties are determined by the equation of 
Planck: 

 hE , 

according to which the photon is indivisible, and exists as a discrete 
formation. The wave properties of the photon can be expressed by the 
equation: 

c , 

which connects the wave length   of the electromagnetic wave with its 
frequency and speed of the propagation c. The concept   implies that a 
photon has wave properties. 

From these equations we can obtain a relation between the corpuscu-
lar characteristic of the photon E with its wave characteristic  : 

.



hcE  

It is known that a photon has a certain mass m in accordance with the 
Einstein equation: 

2mcE  . 

From the last two equations that 

.
mc
h

  

French physicist de Broglie suggested that the obtained equation is 
valid not only for photons but and for electrons. Consequently, we can 
write for the electron mass m and speed v: 
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.
mv
h

  

This equation is called the equation of de Broglie, which says that 
the electron has the wave properties, and that was confirmed experimen-
tally in studies of the interaction of the electron beam with the gitter (the 
metal crystals are used as the gitter). The resulting diffraction image was 
the same as under the action of the X-ray beam on the metal crystal lat-
tice. In these experiments, electrons behave like a wave, the length of 
which corresponds exactly to the de Broglie equation. 

Based on the idea that the electron has the wave properties, Austrian 
physicist Schrodinger suggested that the state of a moving electron 
should be described by the equation of the standing electromagnetic 
wave known in physics and electrical engineering. He get the equation 
which relates the energy of the electron with the spatial coordinates 
(x, y, z) with some wave function   corresponding in this equation to 
the amplitude of the three-dimensional wave process, the value 2  is 
proportional to the probability of finding the electron in a certain region 
of the space.  

From the probabilistic standpoint the location of the electron is 
"blurred" on the entire volume of the atom in the form of so-called elec-
tron cloud (for example, considering the hydrogen atom which has only 
one electron). The denser the points are located in the some place of the 
cloud, the higher the probability of finding the electron there. 

The electron state can be considered as some cloud of the electrical 
charge around an atom, which has not exact boundaries. Even at great 
distances from the nucleus a certain (very small) probability of finding 
an electron exists. Since the electron can not go beyond the atom (the 
electron in an atom is stable), it can be assumed that the boundaries of 
its movement are fixed. Due to the fact that the electron has the wave 
properties, the electron oscillations form a standing wave (similar to the 
oscillations of a string fixed at both ends, when we consider as a simple 
physical analogy, one-dimensional case). 

Similarly, if we consider the simplified one-dimensional model of 
the atom (the electron oscillates between extreme points), then the de 
Broglie wave must be standing one, and on the boundaries of the atom 
the wave function   (that is the amplitude of the wave) must be 
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equaled zero. The one-dimensional model of the atom with the standing 
de Broglie waves, which can be formed in this atom is shown in 
Fig. A.2.1. 

1

2

3

n = 1

n = 2

n = 3

z z

z
z

z

z
z

z z

l  
Fig. A2.1. The de Broglie waves for different values n 

If the length of the one-dimensional atom is l then for the considered 
three cases the de Broglie wave length is determined by the following 
expressions: 

.
3
2   ,

2
2   ,

1
22 111 lllll   

Consequently, the standing wave can be formed only under the con-
dition 

n
l2

 , 

where n = 1, 2, 3,… is integer. 
On the other hand, according to the equation of de Broglie 

mv
h

 . 

Equating the right-hand sides of the last two equations, we obtain for 
the electron speed the following expression: 
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n
ml
hv

2
 . 

Knowing the speed of the electron v  we can find its kinetic energy E: 

2
2

22

82
n

ml
hmvE  . 

As n is an integer, it is evident that the electron energy in the one-
dimensional atom may not have an arbitrary value, it is quantized (when 
n = 2 it is 4 times greater, when n = 3 it is 9 times greater, etc.). 

Thus, the wave properties of electrons define the quantization of its 
energy states. This allowed the electron energy levels are determined by 
the value n of an integer, called the main quantum number. 

In a one-dimensional model the stationary state of the atom is cha-
racterized by the formation of a standing wave of de Broglie. As long as 
the wavelength is kept constant the state of the electron remains un-
changed and the radiation does not occur. 

In the process of transition of an electron from one state to another, 
the de Broglie wavelength will have a variable value does not corres-
pond the condition of the formation of a standing wave. That is why the 
state of the electron in this period will be unstable and will change as 
long as the de Broglie wavelength will again correspond the condition 
of the formation of a standing wave (while the electron will not appear 
in the new steady state). 

In a simplified one-dimensional model the position of the electron 
relative to the nucleus of an atom is determined by the one coordinate 
(in this case, the coordinate z), and its state is determined by the value of 
one the quantum number. In the two-dimensional (flat) model of the 
atom the electron position is determined by the two coordinates, accord-
ing to this, its condition is characterized by two quantum numbers. 

Similarly, in the three-dimensional model of the atom the electron 
state is determined by the three quantum numbers. However, the study 
of the properties of the electrons of the real atoms showed that the elec-
tron has one more quantized physical characteristic (spin) is not con-
nected with the spatial position of the electron. 

Thus, for a complete description of the state of an electron in a real 
atom it is necessary to indicate the values of the four quantum numbers. 
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The energy of an electron in the real atom is the quantized value as 
well. The possible energy states of an electron in an atom are deter-
mined by the value of the main quantum number. The electron has the 
least energy when n = 1. With the increase of n the energy of the elec-
tron increases. The condition of the electron is called the electron energy 
level in the atom (when n = 1 the electron is placed on the first energy 
level, if n = 2 the electron is placed on the second level, etc.). 

The main quantum number determines the size of the electron cloud. 
In order to increase the size of the electron cloud, it is necessary to re-
move the part of the cloud (to expand) on the greater distance from the 
nucleus. The forces of electrostatic attraction of the electron to the nuc-
leus prevent this process, the overcoming of which requires energy. 
Therefore, the large size of the electron cloud corresponds to a higher 
energy of the electron in the atom and, therefore, the greater value of the 
main quantum number n. 

Electrons, which are characterized by the same main quantum num-
ber, form in the atom the electron clouds of the same size. Therefore, it 
is said that the atom contains the electron layers or electron shells which 
correspond certain values of the main quantum number. 

The following symbols are assumed for the energy levels of the elec-
tron in the atom (for the electron shells), corresponding to different   
values n: 

n  1      2      3      4      5      6      7  
Designation of the energy level  K     L     M     N     O      P     Q 

So, the energy of the electron in the atom (and respectively the elec-
tron cloud size) can take certain values. However the shape of the elec-
tron cloud can not be arbitrary as well. It is determined by the orbital 
quantum number l (the orbital number which can take integer values 
from 0 to n – 1 (the second parameter from the four)). The different 
number of possible values l corresponds to different values n. So when 
n = 1 it is possible only one value of the orbital quantum number 
equaled zero (l = 0). In general, n different possible values of the orbital 
quantum number correspond to the given value n. 

The physical meaning of the orbital quantum number l is that it de-
fines the value of the orbital angular momentum of the electron M


. 

This value (as well as the energy) is the quantized physical characteris-
tic of the state of the electron in the atom. 
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As is known, the orbital angular momentum M


 of the particle, 
which moves around the center of rotation on some orbit, is given by the 
relationship: 

 rvmM 
 . 

According to the vector product, the value M


 is a vector quantity, 
and the direction of the vector M


 is perpendicular to the plane in which 

the vectors v  and r  are located, Fig. A2.2 a. 
Since the value l is the integer, the vector M


 can only take the dis-

crete values; consequently, the shape of the electron clouds can not be 
arbitrary. This means that a well-defined form of cloud corresponds to 
respective possible value l, Fig. A2.2b. 

It is evident that n shells of the various shape corresponds to the 
main quantum number n: one circular shell and (n – 1) elliptical shells. 

In each orbit the electron has a definite energy. The angular momen-
tum of the electron on the orbit is always an integer: hlM  , where 

 2
hh  (Bohr quantization condition). The quantum number l can take 

the values 0, 1, 2, 3. . . (n – 1) .The designation of the orbits the numbers 
are replaced by the letters: 

Orbital quantum number l 0     1     2     3     4     5     6     7  
Designation of the energy 

sublevel 
   s      p     d     f     g      h     l     k 

r

vm


M


а
b  

Fig. A2.2. The shapes of the electron cloud 
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The electron speed changes when it moves on the elliptical orbit, 
consequently its relativistic mass change as well. This explains the 
slight difference of the electron energies on the different elliptical orbits. 
Quantum mechanics leads to a more precise expression for the orbital 
angular momentum )1(  llM h . 

It is obvious that for a given value of the main quantum number n          
s-electrons have the lowest energy, and then p-, d-, f-, …, k-electrons 
follow. The state of the electron in the atom is denoted as follows: the 
designation p2 refers to the electron, for which 2,  1n l  , the desig-
nation 3d  refers to the electron, for which 2 ,3  ln , etc. 

As mentioned above, the electron cloud is not sharply defined boun-
daries in space. Let’s consider as an example the electron cloud of           
1s-electron in the hydrogen atom. It is obvious that with increasing dis-
tance r from the nucleus the value 2 monotonically decreases. Howev-
er, this does not mean that the probability of finding the electron is also 
monotonically decreases with the increase of the distance r. 

With the growth of r the value 2  decreases, but at the same time the 
volume increases, and the probability of finding the electron in a small 
volume is defined as V2 . Since rrV  24 , therefore, the proba-
bility of detection of the electron in a spherical layer, and between r and 

rr   is proportional to the value 224 r . For small values of r the 

value 24 r  increases more rapidly than the value 2  decreases; at large 
values it occurs on the contrary. The graph of the probability distribu-
tion of the 1s-electron is shown in Fig. A2.3. 

224 r

0r r

0

0 A53,0r

 
Fig. A2.3 The graph of the probability distribution of finding electron 

in the hydrogen atom 
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From the standpoint of quantum mechanics, the distance 
0

0 0,53Ar   
(r0 is the Bohr radius of the nearest to the nucleus orbit of the electron in 
the hydrogen atom) corresponds to the maximum probability of finding 
the electron. 

The electron clouds of the s-electrons of the second, third and fol-
lowing layers have the spherical symmetry as in the case of 1s-electrons. 
However, in these cases, the wave function on the distance changes 
more complicated manner. It is not monotonous, and the graphs of the 
radial probability distribution have several maximums. The electron 
cloud of 2s- and 3s-electrons of the hydrogen atom is schematically 
shown in Fig. A2.4. In this case the main maximum is located farther 
from the nucleus, the greater the value of the main quantum number n. 

Consider now the structure of the electron cloud 2p-electron (in this 
case n = 2, l = 0 and l = 1 so that 2s- and 2p-electrons can be in the 
cloud). In contrast to the s-electron the wave function is not spherically 
symmetric. In this case the height of the maximums (on the one side of 
the nucleus) and minimums (on the other side of the nucleus) depends 
on the chosen direction of the radius-vector r , Fig. A2.5.  

224 r

r

s2

224 r

r

s32n 3n

bа  
Fig. A2.4. The graphs of the electron cloud of 2s- and 3s-electrons 



305 

In a certain direction (for example let’s choose the coordinate x) the 
height of the maximum is the greatest (Fig. A2.5, curve 1). In the direc-
tions, which make a some angle with the axis x, then the height of the 
maximum the greater this angle the smaller (curve 2). If it equals 90°, 
the value of the function  in this direction is equal to zero at all dis-
tances from the nucleus. 

 

Fig. A2.5. The graphs of the functions   and 2  for 2р-electrons 

The graph of the radial distribution of the probability is shown in        
Fig. A2.5b. The position of the maximum is independent from the 
choice of the direction. However, the height of this maximum depends 
on the direction: it is greatest when the direction r  coincides with the 
direction of x axis. 
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The shape of the electron cloud, as shown in Fig. A2.5c corresponds 
to the distribution of the probability of finding the 2p-electron. The 
signs relate to the wave function , which has the different sign in the 
different parts of the electron cloud. The electron cloud is concentrated 
near the x-axis and in the xy-plane which is perpendicular to this axis, 
the electron cloud is absent: the probability of finding the 2p-electron 
here equals zero. 

More complex shapes have 3p-, 4p-electrons and d-electrons as well 
(l = 2). 

Thus, the sizes and shapes of the electron clouds in the atom can not 
be arbitrary, but only those which correspond to the possible values of 
the quantum numbers n and l. 

It follows from the Schrodinger equation that the orientation of the 
electron cloud in the space can not be arbitrary as well and is deter-
mined by the value of the third quantum number, which is called the 
magnetic quantum number m. 

The magnetic quantum number can take on both positive and nega-
tive integer values in the range from + l to minus l. In general, a certain 
value l corresponds to 2l + 1 possible values of the magnetic quantum 
number that is 2l + 1 possible locations of the electron cloud in the 
space. For example, when l = 2 (d-electrons) the value m can take 5 dif-
ferent values: (–2, –1, 0, 1, 2). 

As is known, the value of the orbital angular momentum vector M


 
of the electron (the length of the vector) is determined by the value of 
the orbital quantum number l. From the Schrödinger equation it follows 
that the direction of the vector M


, which characterizes the spatial orien-

tation of the electron cloud is also quantized (it can not be arbitrary). 
The electron which moves on a closed orbit is equivalent to a circular 

current, the magnetic field of which interacts with the external magnetic 
field. The plane of the electron orbit takes certain positions, which are 
characterized by the magnetic quantum number. 

The orientation of the orbit is defined by the angle   between the 
magnetic field direction and the axis which is perpendicular to the orbit-
al plane, Fig. A2.6. The angle of the orbit inclination is determined by 
the condition l

mcos . Quantum mechanics gives a more precise 

expression for this angle: 
)1(

cos



ll

m . 
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

H


 
Fig. A2.6. The orientation of the orbit of the electron 

If we consider the orbital quantum number as a vector l


 (characte-
rizing the direction of the orbital angular momentum M


), there may be 

only such orientation of the orbit in space, which corresponds to an in-
teger value m of the projection of the vector l


on the direction of the 

magnetic field, Fig. A2.7. 

l


2m

2m

1m

1m

0m

H


 
Fig. A2.7. The vector representation of the orbital quantum number  

The case when l = 2 (the length of the vector M


 is given by the val-
ue l = 2 and is the same) is shown in Fig. A2.7. 

The quantum number m has been called as the magnetic one because 
its value defines the interaction of the magnetic field generated by the 
electron in motion with the external magnetic field. 

Example. Let’s assume that the orbital quantum number l = 2. The 
magnetic quantum number m can take on 5122  different values. As 
a result, we get: 
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Magnetic quantum number m –2 –1 0 +1 +2 

Ratio m
l

 2
2
  1

2
  0

2
 1

2
  2

2
  

 cos  –1 –0.5 0 0.5 +1 
Angle of inclination of orbit   180° 120° 90° 60° 0° 

If the external magnetic field is absence then the energy of the elec-
tron in the atom does not depend on the value m, that is the electrons 
with the same values n and l, but with the different values m have the 
same energy. However, under the action of the external magnetic field 
their energies differ for the different values of the number m. This 
means that the interaction energy of the magnetic field of the electron 
with the external magnetic field depends on the magnitude of the mag-
netic quantum number. That is why there is a Zeeman effect (splitting of 
certain atomic spectral lines in the magnetic field), which is used in the 
quantum electronics [104]. 

State of the electron in the atom, which is characterized by certain 
values and quantum numbers n, l and m (the state is determined by the 
size, shape and orientation in the space of the electron cloud) is called 
the atomic electron orbital. 

As an example, Fig. A2.8 shows the shapes and location in the space 
of the electron clouds which correspond 1s-, 2p- and some 3d-orbitals. 
Since a single value of the magnetic quantum number (m = 0) corres-
ponds to the s-state (l = 0), then any possible positions of the s-electron 
cloud in the space are the same. 

Electron clouds corresponding p-orbitals (l = 1) may be characterized 
by three different values m, and therefore they may be positioned in the 
space in three different ways, etc. 

The study of the atomic spectrum led to the conclusion that, in addi-
tion to the quantum numbers n, l and m electron is characterized by 
another quantum value which is not related to the motion of the electron 
around the nucleus. This value determines its own state, and is called the 
spin quantum number, or simply spin (spin-rotation). The electron 
spin can have only two values, 1

2
 
and 1

2 . It is evident that the 
possible values of the spin quantum number differ by one 
















 1

2
1

2
1 , as for the rest quantum numbers. Moreover, a positive 
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value corresponds to the same direction the own and orbital rotation, a 
negative value corresponds to their opposite direction. 
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Fig. A2.8. Location of the electron clouds in the space 

In addition to the orbital angular momentum which is defined by the 
value l the electron has the intrinsic angular momentum that we can 
simplistically consider as a result of the rotation of the electron around 
its axis. The projection of the intrinsic angular momentum of the elec-
tron on the chosen direction is called the spin s. 

Thus, the four quantum numbers n, l, m and s completely determine 
the state of the electron in the atom. 

If the electron in the hydrogen atom is in the force field, which is 
created only by the nucleus, then in many-electron atoms not only the 
nucleus, but all the other electrons act on each electron. In this case the 
electron clouds of the individual electrons as if merge into one common 
many-electron cloud. This means that an electron in the atom is attracted 
by the nucleus but also tests repulsion from the direction of electrons 
disposed between the nucleus and this electron. The internal electronic 
layers as if form the original screen which weakens the attraction of the 
electron to the nucleus. It is said that the screen shields the outer elec-
tron from the nuclear charge. At the same time the electrons, which have 
the different values of the orbital quantum numbers, have the unequal 
screening. 
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Generally, in accordance with the radial probability distribution for 
the total electron cloud of the "internal" electrons we can make the con-
clusion about degree of shielding. For example, the outer electron of the 
sodium (e-formula is 2 2 6 11 2 2 3s s p s ) has the possible states 3s, 3p and sd. 
However, the electron cloud of the 3s-electron increasingly penetrates 
into the region occupied by the first two layers (K- and L-layers for 1s-, 
2s- and 2p-electrons), and therefore is shielded weaker than the electron 
cloud of the 3p-electron. This means that the electron is the state 3s will 
be stronger attracted to the nucleus and have a lower energy than the 
electron in the 3p state. 

The electron cloud of the 3d-orbital is almost entirely located outside 
the region occupied by the internal electrons and screened by the great-
est degree and most weakly attracted to the nucleus. That is why a stable 
state of the sodium atom corresponds to the placement of the electron on 
the 3s-orbital, where it has the lowest energy. 

Thus, in many-electron atoms, the electron energy depends not only 
on the main quantum number, but also on the orbital number. 

As a result the increase of the energy in the energy sublevels occurs 
in the following order (see also Fig. A2.9): 

1 2 2 3 3 4 3 4 5 4 5 6 5
                                                                   4 6 7 6 5 7 .
s s p s p s d p s d p s d

f p s d f p
           

     
 

To determine the states of the electron in the many-electron atom 
Pauli principle is used: the atom can not contain more than two elec-
trons, which have the four equaled quantum numbers. 

Then it is obvious that each atomic orbital, which is characterized by 
certain values n, l and m may be occupied by no more than two elec-
trons whose spins have opposite signs. 

Two such electrons which are located on the one orbital are called by 
the paired, as opposed to a single (unpaired) electron occupying any 
orbital. 

The most stable state of the electron in the atom corresponds to the 
minimum possible value of its energy. Any other its state is called ex-
cited, unstable state, from which the electron spontaneously goes into a 
state of lower energy. 

It is easy to calculate the maximum number of the electrons on the 
atomic energy levels and sublevels, Table A2.1. 
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11 0 223 3
0

 
 

Fig. A2.9. The scheme of mutual arrangement of the energy sublevels in the atom 

For example, for l = 0 (on the s-sublayer) the magnetic quantum 
number is also equal to zero.  

Consequently, the s-sublayer contains only one orbital. It is obvious 
that it can not contain more than two electrons whose spins are directed 
in opposite directions. 
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Thus, the maximum number of the electrons on the s-sublevel of each 
electron layer is equal to 2. 

TABLE A2.1 

MAXIMUM NUMBER OF THE ELECTRONS ON THE ATOMIC ENERGY LEVELS 
AND SUBLEVELS 

 
Shell 

 
n 

 
l 

 
Designation 

 
m 

 
s  

 
Number of 

states 

Number of 
states in 

each  shell 
K  1 0 s1  0 21  2 2 

L  
 

2 0 
1 

s2  
p2  

0 
0 
1  

21
21
21  

2 
2 
4 

8 

M  
 

3 0 
1 
 

2 

s3  
p3  
 

d3  

0 
0 
1  

0 
1  
2

 

21
21
21  
21  
21  
21  

 

2 
2 
4 
2 
4 
4 

18 

N  
 

4 0 
1 
 

2 
 
 

3 

  s4  
   p4  

 
d4  

 
 

f4  

0 
0 
1  

0 
1  
2  
0 
1  
2

 
3
 

21
21
21  
21  
21  
21  
21  
21  
21  
21  

2 
2 
4 
2 
4 
4 
2 
4 
4 
4 

32 

   and so on     
 

For l = 1 (p-sublevel) we have three different values of the magnetic 
quantum number (–1, 0, +1). Consequently, p-sublayer has three orbital, 
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each of which may be occupied by no more than two electrons. It means 
that only 6 electrons can be placed on the p-sublevel. Obviously, the 
sublayer d (l = 2) consists of 5 orbitals on which 10 electrons are placed, 
on the f-sublayer (l = 3) 14 electrons may be located. In general, the 
maximum number of the electrons on the sublevel with the orbital quan-
tum number l is equal to 2(2l +1). 

The first energy level (K-layer, n = 1) contains only s-sublayer, the 
second energy level (L-layer, n = 2) consist of s- and p-sublevels and 
etc. 

Some possible variants of the placement of the electrons are dis-
played in the Table.A2.1. 

The maximum infill of each shell is determined by how many differ-
ent values the quantum numbers can make. 

If z is the maximum possible number of the electrons on the given 
shell, n is the main quantum number, then 22nz  . Then the K-layer 
may contain 2 electrons, the L-layer must contain 8 electrons, the M-
layer contains 18 electrons, the N-layer contains 32 electrons etc. 

The electronic structure (electronic formula) of the atom is 
represented by the following way. 

Suppose that the K-layer (n = 1) contains one electron on the s-
sublayer, then the formula is written as 11s  (reds as "one-s-one"), if the s-
sublevel contains 2 electrons, it is written as 21s  (reds as "one-s-two"). 

Suppose, for example, that the L-layer (n = 2) contains two electrons 
on the s-sublayer, and the p-sublayer contains 6 electrons. Then, the 
electronic formula is written as 2 61 2s p . Similarly, we can construct the 
electronic formula of the titanium atom Ti: 2 2 6 2 6 2 21 2 2 3 3 3 4s s p s p d s . 

To construct the electronic formula it is necessary at first to write in 
series all states with the given value n and then pass to the state with 
higher value of n. 

However, the order of writing does not always coincide with the or-
der of filling of the energy levels. For example, in the writing of the 
electronic formula of the scandium atom Sc ( 2 2 6 2 6 1 21 2 2 3 3 3 4s s p s p d s ) the 
3d-sublayer is placed previously of the 4s-sublayer, although these sub-
levels are filled in reverse order. 
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I N T R O D U C T I O N  T O  S P I N T R O N I C S   

Physicists and engineers concerned with electronics know that the 
moving electrons carry their own electrical charge and spin. The own 
intrinsic magnetic moment and the mechanical moment of the rotation 
of the electron are connected with the spin. The ignoring of this fact in 
electronics was due to the fact that the quantity of the conduction elec-
trons with the different random spin orientations moves in ordinary met-
als (non-ferromagnetics metals) and semiconductors simultaneously. 
Therefore, the total transfer of the spins is practically equal to zero. And 
electronics experts could not detect the spin dependence of the electron 
transfer properties. Even in non-magnetized ferromagnetic metals, in 
which the magnetic moments of different domains are oriented random-
ly, spin transfer was not noticeable. For the first time the spin-dependent 
charge transfer was detected after the discovery of the giant magnetore-
sistance effect and magnetoresistive memory studies with random 
access (MRAM). That is why a new electronics section, called spintron-
ics is appeared. 

Thus, if the conventional electronics uses the moving electric charges 
to create the electric current, the spintronics is based on a different phys-
ical principle: in the spintronics devices the spins of electrons have 
moved. The spin is the internal angular momentum, as the electric 
charge is a fundamental property of the elementary particles. According 
to the quantum theory, the electrons are divided into two types: the elec-
trons with spin-up (spin direction coincides with the direction of the 
magnetization of the material) and the electrons with spin-down (spin 
and the magnetization of the material are in opposite directions). 

It should be noted that the electron spin (own angular momentum) is 
an internal characteristic of the electron, which has a quantum nature 
and is independent of the motion of the electron. 

Recently, in the semiconductor physics perspectives for the creation 
of the solid-state devices of the spintronics (devices that use both the 
electric charge and spin) widely discussed. 

The electric current is accompanied by the spin transfer when the 
carriers are polarized, as, for example, under the injection of spin-
oriented electrons from the magnetic material into the semiconductor. 
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In semiconductors, the spin current may be induced in various ways. 
Basically, the spin current can be caused by the flow of electric current 
in the structures with the spin-dependent dispersion. In this case, the 
electrons with the opposite spins are deflected under the dispersion in 
mainly opposite directions. 

Traditional electronic devices are based on the electrical properties 
of the substance and controlled mainly by the applied voltage. Spintron-
ic devices manipulate by the spin properties (these properties are charac-
terized by the spin direction and the time of its life) with the help of the 
external magnetic field. 

The current generated by the electrons with the spins of the same di-
rection is called the spin-polarized current. To obtain a sufficiently great 
current it is necessary to polarize the spins by arranging their in one di-
rection. In this case the spin lifetime (the time during which the spin 
direction does not change) had sufficiently great value to transmit it on 
the desired distance. 

Spintronic devices are fast acting and consume significantly less the 
energy than traditional electronics devices. This is because the spin 
overturn (unlike the moving electric charge) does not practically require 
the energy consumption. It means that in the intervals between the oper-
ations the spintronic device may be disconnected from the power 
source. When the direction of spin changes the kinetic energy of the 
electron does not change (the spin is independent of the motion of the 
electron), and therefore no energy is consumed. The rate of the change 
of the spin direction is very high. The experiments have shown that the 
spin overturn is done in a few picoseconds (1 picosecond = 10-12 s). 

In scientific journals the concept of the spin current, called “spin 
transport” is used. The spin current can be determined by analogy with 
the electric current as the ratio: 

t
Spisp 


 , 

where Sp  is the total spin, which is transferred through the cross-
section of the conductor at the time t . Since the spin is a quantum me-
chanical dimensionless quantity, the spin-current must be measured in 
units of "1/s", which coincides with the unit of measurement as "Hertz" 
and, therefore, is not always convenient to its application. 
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If we take into account that at the same time with the spin the mag-
netic moment is transferred (it is very important for spintronics applica-
tions), then it is possible to introduce the concept of the magnetic spin 
current in accordance with the ratio: 

t
MiMS 


 , 

where M  is the magnetic moment carried through a cross-section of 
the conductor at the time t . Since the unit of the magnetic moment of 

the SI is "J/T", then the unit of the magnetic spin current is " J W
T s Т




". 

The relationship between the magnetic spin-current MSi  and the spin-
current Spi  follows from the fact that the magnetic moment carried by 
the conduction electron is the Bohr magneton: 

-24
B

Jμ 9,274 10
Т

  . 

Then 

Bμ2
Sp

MS

i
i

       SpMS ii Bμ2 . 

Successes of the spintronics are based on the possibility of creating 
such structures which hot have the respective analogues and in which 
the interfaces play a decisive role. These magnetic systems are very dif-
ferent from the standard magnetic materials. The interlayer interfaces 
and the deformation energy can be used to control the magnetic aniso-
tropy. It allows to obtain the magnetic ultrathin films, in which the mag-
netic moments can be formed either parallel or perpendicular to the film 
surface. 

As already mentioned, the development of the technologies had al-
lowed to synthesize entirely new multicomponent materials with con-
trolled properties. In general, the nanostructures may consist of alternat-
ing quantum layers; this raises a set of unique physical phenomena, such 
as the spin-dependent dispersion of the conduction electrons, the indi-
rect exchange coupling, the surface magnetic anisotropy. 

The control of the exchange coupling can be achieved by varying 
material and the thickness of the streak between the magnetic layers, as 
well as by changing the crystalline structure. 
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Transformations of the magnetic and magnetoresistive properties in 
the layered structures in many respects are defined by the indirect ex-
change coupling that occurs between the thin ferromagnetic layers sepa-
rated by the nonmagnetic layer. Under certain conditions, the usual fer-
romagnetic structure may be transformed into the antiferromagnetic 
with the antiparallel direction of the magnetic moments. For example, 
such magnetic phase transitions in the Co/Cu multilayers occur with a 
period of 1 nm, while the control by the structure of interfaces and 
streak allows to change the angle between the magnetic moments in the 
adjacent layers from 0 to 180°. 

The best-known effect which appears in the metallic multilayer 
structures is a giant magnetoresistance effect due to the spin dependence 
of the dispersion of the conduction electrons on the type of the magnetic 
ordering of the adjacent layers in the film. The study of this phenome-
non and its mechanisms has created a family of new materials with wide 
potential possibilities of the practical application: the structure with a 
magnetic tunnel junction, spin valves, transistors, and others. 

Previously the magnetoresistance studied in the bulk materials, 
where the length of the magnetic inhomogeneities greatly exceeded the 
length of free path of electrons (the distance to the collision). 

In the multilayers (for example such as Fe/Cr) ferromagnetic layers 

Fe of the thickness ~ 
0

30A  (
0

101 10 m 0.1 nmA   ) alternated with layers 

of the non-ferromagnetic chromium Cr of the thickness 
0

9 18A  
(Fig. A3.1) It was found that the magnetic moments of the Fe atoms 
within one layer are parallel and the magnetic moments of the adjacent 
layers of the Fe are oriented antiparallel (antiferromagnetically). The 
magnetic field which is greater than the saturation field sH  and applied 
in the plane of the layers destroys the antiferromagnetic exchange coupl-
ing and all the magnetic moments of the Fe atoms are parallel to each 
other (Fig. A3.1). As a result, the electrical resistance decreases sharply, 
that is, there is the colossal magnetoresistance. 

Magnetic Transition Junction (MTJ) is composed of a very thin dielec-
tric layer (about 1 nm) sandwiched between the two magnetic layers. 

Each of the magnetic layers has own magnetic field vector. 
The upper magnetic layer is called the free layer; it may change the 

vector of its field. The magnetic layer of the base is called the fixed 
layer; the vector of its magnetic field is blocked and does not change. 
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Fig. A3.1. Antiferromagnetic exchange coupling 

The direction of the magnetic field vector of the free layer deter-
mines the state of the bit as a logical zero or one. 

If the vectors of the free layer and fixed layer are oriented in one di-
rection, then the resistance of the MTJ structure is low. 

If the vectors are antiphase with respect to each other (are opposite), 
the structure of the MTJ has a high resistance. 

This structure is used to create a magnetic random access memory. 
The value of the transition resistance of the MTJ determines the fol-

lowing fact: the resistance of the cell with MTJ will be read as "0" or 
"1" under the passing of the read current through the cell. 

To write the information in the cell the different ways may be used. 
In the simplest case each cell is located between two writing lines 
placed at right angle to each other, one line is above the cell and the oth-
er line is below the cell, Fig. A3.2. 

When the current passes through them, the cross-induced magnetic 
field is induced in the writing lines intersection which changes the mag-
netic state of the respective layer. 

High speed of the operation and low power consumption allow spin-
tronic devices to form the basis for a new generation of the computers - 
quantum computers. To do this, it is necessary to create the basic ele-
ments – spin transistors capable to amplify the spin current. On the basis 
of these transistors will be necessary to create the new high-speed pro-
cessors and nonvolatile memory of high density. 

In the spin transistor the states "ON" and "OFF" depend on the direc-
tion of the spins of electrons taking part in the flow of the current. Any 
spintronic device, including the spin transistor must contain three essen-
tial elements [50]: 

• mechanism of the electrical injection of the spin-polarized electrons 
in the semiconductor; 
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• means for the control by the spin current in the semiconductor (for 
example, the voltage); 

• precise detection (measuring) of the resulting spin current. 

Switch on to read
Switch off to write

Writing line 2

Insulating
transistor

Writing line 1

Read current

Reference
current

 
Fig. A3.2. Elementary cell of the MRAM-memory 

In addition, it is necessary to achieve high efficiency of the electrical 
injection of the spin-polarized electrons in the semiconductor and 
enough spin diffusion length. This means that in order to estimate the 
effectiveness of the spin-polarized transport of the current carriers it is 
important to determine at what distances for a while moving the conduc-
tion electron "remembers" the spin (preserves the orientation of its spin). 
The characteristic length of this distance is proportional to the product 
of the average speed of the electron for a while the spin relaxation, dur-
ing which the direction of the spin of the moving electron conductivity. 
In spite of the complexity of this question, recent studies have shown 
the possibility of transferring the spin current over a long distance (ac-
cording to the standards of microelectronics) exceeding 300 μm through 
the unalloyed silicon substrate [100] – [102]. Using unalloyed substrate 
allows to achieve of the flow of "pure" spin current in the semiconduc-
tor, which is very important for precise detection of the resulting signal. 
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It was experimentally demonstrated that the spin current may be in-
jected into the silicon substrate and controlled. 

The degree of the spin polarization, which was reached by the re-
searchers, was equaled to 37%. It means that 37% unidirectional spins 
of the total number of spins that have come to the injector, was deli-
vered to the detector. 

The experimental model of the chip with the spin transistors is 
shown in Fig. A3.3. 

 
Fig. A3.3. The chip with the spin transistors 

The spin transistor is a layered structure composed from the layer of 
the ferromagnetic, the pure silicon layer, the second ferromagnetic layer 
(of the different composition) and the silicon layer with the impurities. 

The specially selected voltage controlling by the movement of the 
electrons is applied to the different layers of this structure. The electron 
flow at the input is not polarized, but after the passage of the ferromag-
netic layer it becomes polarized. It means that it becomes by the spin 
current. These electrons fall into the layer from the pure silicon, pass 
enough great distance, and then fall into the second ferromagnetic layer, 
Fig. A3.4. 

The experiments have shown that under the motion of the electrons 
through the silicon the polarization is partially retained. Due to this fact, 
changing the relative orientation of the magnetic fields in the two fer-
romagnetic layers allows to turn on or off the spin current on the output 
of the spin transistor. It allows to use two stable states of the transistor 
(in which the current is either there (logical "1") or not (logical "0")) to 
carry out ultra speed logic operations over data.  

Under the applied voltage Ve the non-polarized electrons are injected 
from the aluminum emitter (the electron source) in the ferromagnetic 
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layer CoFe. Due to the spin-dependent dispersion of the electrons in the 
magnetic layer, the electrons with the selected spin direction (for exam-
ple, "spin-down") are eliminated, since the direction of the magnetiza-
tion of CoFe layer does not coincide with the direction of these spins. 

10 nm CoFe
5 nm Al / 5 nm Cu

substrate

4 nm NiFe
4 nm Cu

n - Si

Al

Si m 350

 
Fig. A3.4. The scheme of the spin transistor functioning  

The selected electrons with the unidirectional spins tunnel through 
the thin layer of Al2O3. The electrons pass the barrier if they have a high 
enough energy to overcome energy barriers. These electrons create the 
emitter current. Further, the electrons passing through the potential 
Schottky barrier which arises at the boundary metal – semiconductor, 
enter in the pure monocrystalline silicon layer, where they occupy the 
free places in the conduction band of the semiconductor. Under the ac-
tion of the applied voltage Vc1 the electrons begin orderly movement, 
creating the collector current Ic1 (the current through the detector). After 
passing through a 350 μm layer of the silicon the spin-polarized elec-
trons are detected by the second spin transistor. 

The ferromagnetic layer of NiFe registers the spins of the electrons 
that are injected into the n-type silicon, where the electrons are the basic 
carriers. It allows to increase the sensitivity of the detector (the excess 
electrons, which amplify the spin current are in the n-type silicon con-
duction band), creating the collector current Ic2. 

When the constant voltage Vc1 is on the emitter the "the first collector 
current" Ic1 is measured on the NiFe-contact and "the second collector 
current" Ic2 on the indium contact deposited on the n-type silicon sub-
strate. 
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Obviously the spin current depends on the relative magnetization of 
the two ferromagnetic layers, Fig. A3.5. 

 

Fig. A3.5. The functioning of the injector and detector: (а) shows layers of 
CoFe and NiFe which are magnetized in parallel; (b) shows layers which are 

magnetized in antiparallel, F is the first and second ferromagnetic layers 
 

Thus, the development, improvement and implementation of the 
spintronic devices allow to construct a new generation of ultra speed 
and economical electronics. 
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